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Abstract: Chronic Kidney Disease (CKD) is a worldwide concern that influences roughly 10% of the grown-up population on the world. For most of the people the early diagnosis of CKD is often not possible. Therefore, the utilization of present-day Computer aided supported strategies is important to help the conventional CKD finding framework to be progressively effective and precise. In this project, six modern machine learning techniques namely Multilayer Perceptron Neural Network, Support Vector Machine, Naïve Bayes, K-Nearest Neighbor, Decision Tree, Logistic regression were used and then to enhance the performance of the model Ensemble Algorithms such as ADABoost, Gradient Boosting, Random Forest, Majority Voting, Bagging and Weighted Average were used on the Chronic Kidney Disease dataset from the UCI Repository. The model was tuned finely to get the best hyper parameters to train the model. The performance metrics used to evaluate the model was measured using Accuracy, Precision, Recall, F1-score, Mathew’s Correlation Coefficient and ROC-AUC curve. The experiment was first performed on the individual classifiers and then on the Ensemble classifiers. The ensemble classifier like Random Forest and ADABoost performed better with 100% Accuracy, Precision and Recall when compared to the individual classifiers with 99.16% accuracy, 98.8% Precision and 100% Recall obtained from Decision Tree Algorithm
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I. INTRODUCTION

Chronic Kidney Disease (CKD) influences 10% of the world’s population, and millions kick the bucket every year since they don’t approach reasonable treatment[1]. CKD is a huge general medical problem, the tide of which proceeds to unyielding rise. According to the Global Burden of Disease Study in the year 2015, kidney disease was the 12th most regular reason for death, representing 1.1 million deaths around the world. By and large CKD mortality has expanded by 31.7% in the course of the most recent 10 years, making it one of the quickest rising significant reasons for death, close by diabetes and dementia[2]. In a similar report, CKD positioned as the 17th driving reason for worldwide years loss of life, a 18.4% expansion since 2005, and the 3rd biggest increment of any significant reason for death. Chronic kidney Disease (CKD) implies the kidneys are harmed and cannot channel blood the manner in which they should. The infection is classified "Chronic" due to the fact that the harm to the kidneys gradually happens over a significant amount of time. This harm to the kidney can make other diseases to develop in the body. CKD can likewise cause many other medical issues[3]. Kidney disease gradually can deteriorate after some amount of time and may become main causes for the kidney to completely stop functioning. Early detection of Chronic Kidney disease is essential to protect the kidney from further damage and provide suitable treatment. The significant reasons for CKD are diabetes and hypertension which are liable for up to 66% of the CKD cases.

A few medications can cause CKD, particularly some torment killing medications (analgesies) whenever assumed control over quite a while. Frequently specialists can't figure out what caused the issue. In the beginning period there are ordinarily no indications however later, side effects like swollen ankles, tiredness, regurgitating, loss of craving, or disarray may appear. The treatment for CKD for the most part centers on easing back the movement of the kidney harm, as a rule by controlling the fundamental causes. An early finding and treatment can keep CKD from deteriorating. At the point when the results reach to the last stage, it requires customary dialysis or a kidney transplant to keep up the standard life.

II. RELATED WORK

Charlemonnan et al.[4] built a machine learning technique for detecting the chronic kidney disease. The machine learning algorithm used were K-nearest neighbors (KNN), support vector machine (SVM), logistic regression (LR), and decision tree (DT) classifiers. These four models were built from chronic kidney disease dataset available in the UCI dataset repository. The performance of each models is compared together in order to choose the best classifier. Based on the experiment Support Vector Machine was the best algorithm with 98.3% Accuracy, 99% Sensitivity and 98% Specificity.

In the research conveyed by Asif Salekin [5] an innovative methodology to distinguish CKD utilizing Machine Learning strategies is used. The dataset with 400 patient records which includes 250 CKD recognized patients with 24 properties was used. The classifiers utilized are K-Nearest Neighbors (K-NN), Random Forest (RF), and neural systems to classify the patients with CKD and NoCKD.
Utilizing a wrapper technique, the number of features to discover the properties which identify CKD with high accuracy is reduced. The high accuracy was obtained using only 5 attributes. The consequences of this investigation have presented new aspects to be utilized by classifiers for distinguishing CKD all the more precisely.

The research conveyed by Pinar Yildirim [6] used Multilayer Perceptron to classify patients with Chronic Kidney Disease. The dataset used was one from the UCI dataset repository. The imbalance in the class size of the dataset was overcome by using different techniques like over sampling, SMOTE, Resample and Spread Subsample. Resample method of MLP with a learning rate of 0.3 gave a Sensitivity of 99.8% with the lowest RMSE of 0.0417. Resample method of MLP with a learning rate of 0.3 gave a precision of 99.8% with the lowest RMSE of 0.0417.

In the investigation completed by W. Gunarathe, K. Perera, and K. Kahandawarachchi [7], used algorithms such as Multiclass Decision Forest, Multiclass Neural Network, Multiclass Decision Jungle, Multiclass Logistic Regression for classifying patients with kidney disease and No kidney disease. The performance metrics used was accuracy. Based on accuracy Multiclass Decision Forest proved to be the best classifier with an accuracy of 99.1%. The disadvantage of this model is the evaluation was based on only one metrics.

In 2019, J. Xiao et al. [8] conducted a study on predicting Chronic Kidney Disease using nine classification model. The Recall, Specificity, Accuracy, ROC-AUC, log loss was evaluated for each model. The linear models like lasso regression, Elastic Net, ridge regression and logistic regression gave an average AUC of 87% and a precision of 80%. Logistic regression performed the best, reaching an AUC of 87.3%, sensitivity and specificity of 0.83 and 0.82, respectively.

### III. MATERIAL AND METHOD

The proposed framework has been created with the mean to characterize individuals with Chronic Kidney Disease and No kidney disease. The execution of several machine learning models for chronic kidney disease prediction on full were performed. The dataset used was obtained from the UCI data repository. The well-known machine learning algorithm used were Logistic Regression, K-Nearest Neighbor(K-NN), Multilayer Perceptron (MLP), Support Vector Machine (SVM), Decision Tree (DT), and Naïve Bayes (NB) were utilized in the framework. The model's approval and execution assessment measurements were processed. The performance of the base classifier was enhanced by using ensemble algorithms such as Majority Voting, Weighted Average, Bagging, ADABoost, Gradient Boosting and Random Forest. The performance of these classifiers was compared with that of the base classifiers.

#### A. Dataset

The dataset utilized for the prediction of Chronic Kidney Disease has been acquired from the UCI Data Repository [9]. The dataset contains information of 400 individuals with 24 attributes including the class. The Dataset had 250 patients with CKD and 150 patients with NoCKD.

#### B. Data Preprocessing

In the preprocessing of the information the missing qualities as shown in Fig 1 were managed by replacing numeric and discrete whole number qualities by attribute mean of the all the instances with a similar class-name as that of the occurrence under consideration and nominal qualities were replaced utilizing attribute mode. Feature Scaling includes rescaling the highlights to such an extent that they have the properties of a standard typical circulation with a mean of zero and a standard deviation of one. For scaling, we utilized the MinMaxScaler [10] from scikit-learn which uses the following condition:

\[
X_S = \frac{X - X_{MIN}}{X_{MAX} - X_{MIN}} \quad (1)
\]

#### C. Base Classifiers

- **K-Nearest Neighbor**

K-Nearest Neighbors (K-NN) [11] is the classification technique for predicting unidentified samples via looking through the nearest information in design space. K-NN foresees the class by utilizing the Euclidean separation characterized as follows:

\[
d(x,y) = \sqrt{\sum_{i=1}^{n} (x_i - y_i)^2} \quad (2)
\]

The Euclidean separation \(d(x,y)\) in (2) is utilized to quantify the separation for finding the k nearest samples in the example space. The classification of the unidentified sample is recognized by the class of the majority of k samples.

- **Support Vector machine**

Support Vector Machine (SVM) [12] is a directed machine learning design which can be utilized for both regression and classification. In this method, each sample is plotted as a point in n-dimensional space, where n represents the number of features.
At that point, the classification is performed by finding the hyperplane that separate the two classes quite well. Support Vectors are basically the directions of individual perception.

- **Decision Tree**
  Decision Tree algorithm [13] is one of the machine learning algorithms used to make prediction based on the decision made by training the dataset. The Decision tree consists of a root, branches and leaves. The feature to be selected as the root node is calculated using the gini index. The attribute having the lowest gini index is taken as the root node and a tree is built by calculating the gini index for other attributes.

- **Naïve Bayes**
  The Naïve Bayes Algorithm [14] is based on the Bayes theorem given by (3)

\[
P(Class|Data) = \frac{P(Data|Class) \times P(Class)}{P(Data)}
\]

P(Class) is the prior probability and P(Data) is called the evidence. P(Data|Class) is the Likelihood and P(Class|Data) is the Posterior Probability.

- **Logistic Regression**
  Logistic Regression [15] is one of the basic classification algorithms that are based on the concept of probability. The logistic regression is the generalized form of linear regression in which the output of the weighted sum of inputs is passed through an activation function called as Sigmoid Function. The activation function maps any real value between 0 and 1.

- **Multilayer Perceptron**
  Multilayer perceptron [6] is a kind of feedforward artificial neural network which is a form of a supervised learning technique known as backpropagation for training. The multilayer perceptron consists of three layers namely an input layer, hidden layer and output layer. Each node represents a neuron which makes use of a nonlinear activation function except the input node.

D. **Ensemble Algorithm**

- **Majority Voting**
  Every base classifier makes a classification for each sample instance. The final output in the majority voting [16] classifier is the one that has obtained more than half of the votes. If the value of prediction in the base classifier is equal then the ensemble method cannot make a stable prediction for that particular sample.

- **Weighted Average**
  A weighted average algorithm [17] is an extension of a simple averaging ensemble where the contribution of each member to the final prediction is weighted by the performance of the model. The weights of the model are small positive values and the addition of all weights equals one.

- **Random Forest**
  Random forest algorithm [18] is one of the supervised learning algorithms. The advantage of using random forest is that the algorithm will not overfit the model. The random forest also handles the missing data and can also be modelled for categorical values.

- **ADABoost**
  ADABoost [19] is an ensemble algorithm used to boost the performance of the model. It is best used to enhance the performance of weak learners. ADABoost algorithm works by increasing the weight of the instance that was wrongly classified and decreasing the weight of the instant that was correctly classified.

- **Gradient Boosting**
  Gradient Boosting [20] is a supervised machine learning ensemble process used for regression and classification problems. The model is built stage wise and it is generalized by allowing them to optimize a differentiable loss function.

- **Bagging**
  Bagging known as Bootstrapping Aggregating [20] is an ensemble algorithm used to improve the accuracy and stability of the model. The algorithm avoids overfitting and also reduces the variance.

E. **Performance Metrics**

- **Confusion Matrix**

<table>
<thead>
<tr>
<th>TABLE I: Confusion Matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Confusion Matrix</strong></td>
</tr>
<tr>
<td><strong>Actual Values</strong></td>
</tr>
<tr>
<td><strong>TRUE</strong></td>
</tr>
<tr>
<td><strong>FALSE</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Observed Values</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TRUE</strong></td>
</tr>
<tr>
<td><strong>TP</strong></td>
</tr>
<tr>
<td><strong>FP</strong></td>
</tr>
<tr>
<td><strong>FALSE</strong></td>
</tr>
<tr>
<td><strong>FN</strong></td>
</tr>
<tr>
<td><strong>TN</strong></td>
</tr>
</tbody>
</table>

Table I shows the confusion matrix which is a K X K matrix, where K is the number of classes being predicted.

**TP (True Positive):** The event where the actual value and the predicted value are True.

**TN (True Negative):** The event where the actual value and the predicted value are False.

**FP (False Positive):** The event where the actual value is falsely predicted as True.

**FN (False Negative):** The event where the actual value is falsely predicted as False.

- **Accuracy**
  It is defined as the quantity of true prediction made as a proportion of all prediction.

\[
\text{Accuracy} = \frac{TP + TN}{(TP + FP + FN + TN)}
\]

- **Precision**
  Precision is also termed as positively predicted value. It is defined as the ratio of correct positive prediction to the total positively predicted values.

\[
\text{Precision} = \frac{TP}{TP + FP}
\]
• Recall
Recall is also termed as Sensitivity, True Positive rate or Probability of Detection.

\[
\text{Recall} = \frac{TP}{TP + FN}
\]

• AUC-ROC Curve
ROCV (Receiver Operator Characteristic) is a likelihood bend and AUC (Area Under Curve) detect the degree or proportion of detachability. Larger the AUC, better the model is at distinguishing patients with illness and no illness. The ROC curve is plotted with True Positive Rate (TPR) on the x-axis against the False Positive Rate (FPR) on the y-axis.

• Mathew’s Correlation Coefficient (MCC)
The Matthews correlation coefficient is utilized in Machine Learning as a proportion of the nature of paired and multiclass characterizations. A coefficient of +1 is considered an ideal forecast, 0 a normal irregular expectation and -1 an opposite forecast. The MCC can be evaluated from the Confusion Matrix using the formula.

\[
\text{MCC} = \frac{(TP + TN) - (FP + FN)}{(TP + FP)(TP + FN)(TN + FP)(TN + FN)}
\]

IV. RESULT AND DISCUSSION
This section of the paper involves the discussion on the individual and ensemble models. First, the performance of individual classifiers on all the 24 features available in the Chronic Kidney Dataset is checked. Next, the performance of ensemble algorithm on all the 24 features is checked. Hyperparameters were tuned to get the best parameters to predict the disease. In both the cases the performance is measured based on accuracy, precision, recall etc. Finally, the performance of individual classifiers and ensembled classifier was compared

A. Individual Classifier Performance on Full Feature
In this experiment, the performance of six individual classifiers was checked on full features of the dataset. The dataset was split into training set (70%) and testing set (30%). The 10-Fold Cross Validation Techniques was applied on the training dataset. The model was fine tuned to get the best performance. Table II shows the performance of the six individual classifiers on full feature and Fig 2 shows the comparison of performance of various individual classifiers.

As shown in table II the performance of Decision Tree was best in comparison to other base classifiers with accuracy 99.16%, precision 98.8%, recall 100%, and the MCC 98.07%. The Support Vector Machine and the K-Nearest Neighbors (number of neighbors =3) both gave the same accuracy of 98.33%, precision of 100%, recall of 97.59% and MCC of 96.22%. Naïve Bayes was the weaker performer with accuracy 95.83%, precision 100%, recall of 93.97% and MCC of 90.98%. The ROC-AUC Curve for the base classifiers are shown in fig 3.

<table>
<thead>
<tr>
<th>Base Classifiers</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Measure</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Support Vector Machine</td>
<td>98.33</td>
<td>100</td>
<td>97.5</td>
<td>98.78</td>
<td>96.22</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>95.83</td>
<td>100</td>
<td>93.97</td>
<td>96.89</td>
<td>90.98</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>98.33</td>
<td>100</td>
<td>97.59</td>
<td>98.78</td>
<td>96.22</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>99.16</td>
<td>98.8</td>
<td>100</td>
<td>99.4</td>
<td>98.07</td>
</tr>
<tr>
<td>K-Nearest Neighbours</td>
<td>98.33</td>
<td>100</td>
<td>97.59</td>
<td>98.79</td>
<td>96.22</td>
</tr>
<tr>
<td>Multilayer Perceptron</td>
<td>97.5</td>
<td>100</td>
<td>96.38</td>
<td>98.15</td>
<td>94.44</td>
</tr>
</tbody>
</table>

As shown in fig 3 the Decision Tree obtained the AUC score of 98.6%, whereas Support Vector Machine (SVM), K-Nearest Neighbour (K-NN) and Logistic Regression (LR) obtained an AUC score of 98.8%. The Multilayer Perceptron has an AUC score of 98.2% whereas Naïve Bayes has the lowest AUC of 97%.

B. Ensemble Classifier Performance on Full Feature
The performance of ensemble classifiers is shown in table III. As shown in table III ADABoost and Random Forest outperformed the remaining classifier with an accuracy, precision, recall and MCC of 100%. Bagging and Weighted Average classifier performed the second best with accuracy...
99.16%, precision 98.8%, recall 100%, and MCC score 98.05%.

The Majority Voting classifier and Gradient Boosting gave the accuracy of 98.33%, precision of 100%, recall of 97.59% and MCC of 96.22%. Fig 4 shows the comparison of various ensemble classifiers. The ROC-AUC curve for the ensemble classifier is shown in Fig 5. As shown in Fig 5 the ADABoost and Random Forest classifier obtained an AUC of 100%. The Majority Voting and the Gradient Boosting obtained an AUC of 98.8% and Weighted Average and Bagging classifier obtained an AUC of 98.6%.

### TABLE III: Performance of Ensemble Classifiers

<table>
<thead>
<tr>
<th>Ensemble Algorithm</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1-Measure</th>
<th>MCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Majority Voting</td>
<td>98.33</td>
<td>100</td>
<td>97.59</td>
<td>98.78</td>
<td>96.22</td>
</tr>
<tr>
<td>Weighted Average</td>
<td>99.16</td>
<td>98.8</td>
<td>100</td>
<td>99.4</td>
<td>98.05</td>
</tr>
<tr>
<td>Bagging</td>
<td>99.16</td>
<td>98.8</td>
<td>100</td>
<td>99.4</td>
<td>98.05</td>
</tr>
<tr>
<td>ADA Boosting</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>Gradient Boosting</td>
<td>98.33</td>
<td>100</td>
<td>97.59</td>
<td>98.78</td>
<td>96.22</td>
</tr>
<tr>
<td>Random Forest</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Fig 4: Comparison of various Ensemble Classifiers

Fig 5: ROC Curve for Ensemble Classifier

---

### V. CONCLUSION

The experiment was conducted on the Chronic Kidney Disease dataset. The dataset was tested on six base classifiers like Support Vector Machine (SVM), Logistic Regression (LR), Naïve Bayes (NB), K-Nearest Neighbor (K-NN), Decision Tree (DT) and Multilayer Perceptron (MLP). Next, the dataset was tested on six ensemble classifiers like Majority Voting, Weighted Average, Bagging, ADABoost, Gradient Boosting and Random Forest. The performance in both the cases were measured using accuracy, precision, recall, Area Under Curve (AUC) and Mathew’s Correlation Coefficient. In the base classifier Decision tree performed the best with an accuracy of 99.16%, precision of 98.8%, recall of 100%, MCC of 98.07% and AUC of 98.6%. In the Ensemble classifier the ADABoomd and Random Forest was the best performer with an accuracy, precision, recall, AUC and MCC of 100%. The Ensemble Classifiers performed better than the Base Classifier. The ensemble classifier like Random Forest and ADABoost performed better with 100% Accuracy, Precision and Recall when compared to the individual classifiers with 99.16% accuracy, 98.8% Precision and 100% Recall obtained from Decision Tree Algorithm. In future, feature selection procedures can likewise be utilized to choose the best features in the datasets. Numerous other individual classifiers and ensemble classifiers can likewise be utilized for forecast of kidney disease with improved accuracy and other performance evaluation metrics.
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