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Abstract: Serviceability of networks is a vital part of network management which helps in isolating faults and triaging network issues. Packet analyzers help in identifying faults, security threats and other implementation flaws in the networking software by capturing network traffic and analyzing it. Packet analyzing is heavily based on protocols which need to be decoded from the raw format and presented to the user in an understandable format. In this work, a Command Line Interface based protocol dissector tool has been developed which runs on the operating system of a switch and performs packet decoding by capturing in band packets flowing between control and data plane of the switch. The tool also provides support for packet filtering in order to only capture packets which the user needs. Existing packet dissectors run on Wireshark in the form of Lua plugins. However, in this work the implementation of the entire system is based on C. Some of the public protocols decoded by this tool involve IPv4, IPv6, UDP, TCP, ARP, ICMP and so on. Also, this tool supports decoding of private protocols as well.
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I. INTRODUCTION

Computer networks are responsible for interconnection of networking elements around the world which enable users to communicate over the Internet. In computer networking terms, a network element is a manageable logical entity which unifies multiple physical devices that can be maintained from a single management perspective. A computer network is based on several public and proprietary protocols which define the format of messages over which communication can take place as well as rules for exchanging messages between different networking elements. A network protocol defines the syntax and semantics of communications.

Network analysis, also called packet sniffing is the method of capturing the network traffic and analyzing it to understand how the network is behaving. Packet sniffing helps in determining the origin of the packet, destination of the packet, data carried by it as well as other information specific to the protocol. A packet analyzer decodes the captured packets which follow protocol definitions that are known to the analyzer. The decoded contents are then displayed in a human-readable format to the user. Network analysis helps in overcoming situations of network outages. Understanding of traffic flow in the network helps in overcoming flaws in the design of the network software as well as any security flaws which may compromise privacy.

A network outage refers to the failure of switches, routers and other network elements in the network infrastructure. It may occur due to failure of hardware & software components as well as configuration errors in the network setup. Failure of switches and routers can lead to significant amount of network downtime which can be damaging. In order to triage network issues, serviceability of network elements is needed. Serviceability is an important feature for identifying faults and debugging as well as isolating faults to root cause analysis.

Packet analyzers are efficient tools for triaging network issues. They are used for testing and monitoring networks, devices and software implementations running on them. It may also be used for malicious purposes. Protocol dissectors are codes that run on a packet analyzer to dissect and analyze the captured network data stream. Dissectors are specific to protocols. New protocols are coming up and hence new dissectors are written to decode such protocols.

The network element under study in this paper is a switch. This work studies the serviceability of network switches by decoding the in-band packets flowing between control plane and data plane of a switch. A Command Line Interface tool is developed to run on a switch which analyses packets and shows the header and packet data in an easily understandable format.

The remainder of the paper is organized as follows. Section II comprises of survey of recent works on Packet Analyzers and Dissectors. Section III defines the problem statement and Section IV identifies the objectives of the work. This is followed by Section V which describes the methodology. Section VI comprises of the System Architecture followed by the Implementation details in Section VII. Section VIII describes the results of the work. Section IX and X contain concluding remarks and future work respectively.

II. LITERATURE SURVEY

The authors of [1] have developed an automated feature to study the expected behaviour of network protocols and all possible variations. The tool helps in automating the process of analyzing network packets. Their model takes a labelled PCAP file as an input and a hint of how to fix the error in that PCAP file. The output produced by the tool is a model which describes the protocol behaviour and provides an interface to
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The researchers studied the traffic coming from the internet by applying filters on HTTP protocols and presented them in a graphical format using Wireshark. The system development method used in this research is NDLC – Network Development Lifecycle. It involves network analysis, designing network monitoring schedule and evaluation of network monitoring. The authors of [3] compare 2 packet sniffing tools namely Tcpdump and Wireshark. They concluded that Tcpdump performs better than Wireshark with respect to battery, memory and processor usage. However, Wireshark is more capable than Tcpdump in packet analysis and speed of capture. The drawback identified in this work is that Wireshark is a GUI based tool and TCP dump is a CLI tool, hence, the memory & processor usage is not an apt comparison. In [4], the authors provide a method to monitor and analyze the traffic flowing in the network using UDP which removes the existing deficiency of older tools used for studying network traffic. A hierarchical network model has been implemented in this work. In [5], the researchers have developed a custom protocol dissector using Lua scripting language for Wireshark. They used this dissector to identify new DDOS variants over a period of five-month study. A Botnet Protocol dissector was developed using Lua and Wireshark for identifying protocol fields. The researchers of [6] have developed a tool called Flowscope. This tool helps to capture and store packets in an in-memory ring buffer. The packets can be filtered and dumped to disk on the occurrence of a specified trigger event. The authors reported results of 120 Gbit/s with 128-byte packets. The authors of [7] discuss about language security and static analysis of Lua, an open source framework. This is the first of its kind tool for public Static Analysis for Security Testing (SAST). This work focusses on detecting web vulnerabilities. In [8], the authors have implemented an embedded packet logger (EPL) which is used for packet sniffing in switches. This system analyses audit log data collected from server and network equipment such as switches and routers. The authors of [9] have discussed the working of Wireshark tool, disadvantages, and used traceback mechanism to improve its functioning. They have developed a packet marking algorithm in Wireshark to improve its Intrusion detection capability. The authors of [10] have proposed an intrusion detection system using a packet sniffer which traces packets by linking to a network adapter in promiscuous mode. The packets are then traced based on filters set by the network administrator. In [11], the authors demonstrate the application of Wireshark in protocol diagnosis and its purpose to discover traditional network attacks such as port scanning, ICMP attacks, BitTorrent-driven denial service, etc. The authors of [12], provide a comparison between Wireshark and Colasoft Capsa as Packet Sniffing Tools. They are compared on basis of their features, characteristic behaviour as well qualitative and quantitative parameters. This paper concludes that Wireshark is a more powerful tool in comparison to Colasoft Capsa with respect to throughput, response time and packet drops however Colasoft Capsa is more user friendly. In [13], the authors analyze the TCP and UDP packets sent through email through an open source tool called Wireshark. Moreover, the decoding of TCP and UDP fields are explained in detail. The authors of [14], have considered the architecture of network traffic of an institute for monitoring and analyzing various protocols like TCP/IP, HTTP, ARP, ICMP.

In [15], researchers have focused on the basics of Packet Sniffing tools by studying their working mechanism in a comparative manner. Different packet sniffers such as Wireshark, TCPdump, Nmap, Zenmap, Kismet, Caspa, Ntop, Dsniff have been analyzed. The author of [16] discusses the need for generating custom protocol dissectors for new protocols which are not present in Wireshark. The authors have come up with a tool that automates the generation of protocol dissectors using Lua for Wireshark. The authors of [17] describe the working of a packet sniffer in both switched and non-switched environment. Also, the authors study about its practicality by comparing its positive and negative aspects. It involves the use of Wireshark for recognizing Network, Transport and Application Layers. The existing system had only packet capturing capability which involved showing the size of the packets and no packet sniffing. Packet sniffing concept allows the tracing of source and destination addresses. This research work is used for Network Traffic Analysis and Intrusion Detection System. However, there is potential for exploitation of IDS by hackers due to ARP Spoofing. In [18], the authors discuss about the different packet capture mechanisms such as DashCap and nCap. This work explains the packet capture techniques in real time network traffic by comparison of different software based and hardware-based solutions. The authors of [19] discuss the creation of a packet sniffer tool just like Wireshark for decoding packet fields. A library known as Libcap has been used for capturing packets. Libpcap library helps in capturing packets directly from the network adapter. In [20], the authors have illustrated the application of Wireshark in the form of a sniffer tool in networks. An experimental setup demonstrates the efficiency of detection of a malicious packet in any network.

III. PROBLEM STATEMENT

The survey on the existing works reveals a wide variety of tools for packet capturing and analysis on host machines. Also, it is evident from previous works that Wireshark is the most prominent packet analyzer tool available as open source software. However, packet analyzers do not come directly packaged with the operating system running on the switch and often needs to be set up separately before analysis can take place. Hence, there is a need to develop a packet analyzer and decoder which can work seamlessly on the switch by integrating it with the operating system running on the switch which can perform the same tasks like Wireshark.

IV. OBJECTIVES

The aim of this study is to develop a protocol dissector for decoding the in-band header of a packet flowing between data plane and the control plane of a switch through a generalized approach. This feature is developed in the form of a Command Line Tool for triaging faults on the switch with extensive support for filter-based packet decoding.
V. METHODOLOGY
The packet sniffing process can be divided into 3 major stages namely Capturing, Decoding and Analyzing. In the capturing phase, the raw binary data is captured from the physical interface which is converted into a more user understandable form by the decoder. Finally, the decoded packet is analyzed for extracting information from the packet.

The primary step in protocol decoding is to understand the format of the protocol. The protocol may be either a public or a proprietary protocol. This is done by creating a JSON configuration file which stores the metadata fields of the protocol header. The configuration file stores information regarding the offset, mask, field value, field name as well as different types and options for each field value. This JSON configuration file then needs to be parsed for decoding the header fields when the packet is captured and stored in the capture buffer.

A packet capture module is developed for capturing and storing the incoming and outgoing band packets into a capture buffer. The packets coming from the data plane are captured at the control plane and utilized for header decoding. Packet decoding is done by developing a custom dissector in C by parsing the JSON file and populating C structures with metadata details. Capture Filter Module is developed for applying filters to the capturing process in order to capture only those packets which are of interest to the developer. Finally, a command line interface tool in the management plane is developed to enable user to specify packet filters as well as start and stop packet capture.

VI. SYSTEM ARCHITECTURE
The system architecture consists of ‘n’ network elements as shown in Fig. 1, which are capable of communicating with each other. Each network element consists of:

A. Management Plane
This plane is used for interaction between the user and the network element. The network element under consideration is a switch. This layer contains the OS that runs on the switch and allows users a CLI environment as well as SNMP for management activities.

B. Control Plane
This layer operates between the Management and the Data Plane. The software in the Control Plane uses a General-Purpose CPU. It is a logical layer which has two kinds of packet flows – In Band and Out of Band Flows. In band flows have data and control flowing in the same path. Out of Band flows have data and packets flowing over different paths. Out of Band Packets are used for programming the Data Plane which houses the physical hardware for forwarding. In band packets are of two kinds:
- Punt Packet – Packets flowing from Data Plane to Control Plane
- Inject Packet – Packets flowing from Control Plane to Data Plane

C. Data Plane
This layer contains the hardware (ASIC) for forwarding packets between different switches. This is the physical layer in the switch where actual decoding happens.

The in-band decoder is a functional module which is invoked at the control plane upon arrival or transfer of an in-band packet.

VII. IMPLEMENTATION
The implementation of the system on the switch consisted of the following modules as shown in Fig. 2.

A. Packet Capture Module
This module is responsible for initiating packet capture. In band packets flowing between the data plane and the control plane are captured based on the type of filter set by the user and then stored in a capture buffer. A capture thread is spawned after acquiring a mutex lock. This thread receives the packet, processes the packet header and then stores it in the capture buffer. If the lock is already acquired, packet capture is not permitted.

B. Set Packet Filter Module
This module deals with the setting up of a capture filter based on Wireshark standards. Standard filters such as ARP, IPv4, IPv6, ICMP, UDP and MAC are supported by this in addition to Punt and Inject proprietary filters. The filter is set by the user at the time of initiating packet capture. The filter string entered by the user on CLI needs to be validated to ensure that it is a valid string and then only it should be put into a filter database. If the filter string is invalid, an appropriate error message is shown to the user. The packets are then collected...
in the capture buffer only if they match the filter, else they are discarded.

C. Stop Packet Capture Module
This module is responsible for putting an end to the capturing process by releasing the mutex lock and killing the capture thread. The total number of captured packets are then retrieved from the capture buffer and presented to the user.

D. Show Packet Summary Module
Once, the packet capture process is complete, the contents of the packet need to be decoded and then displayed to the user in an understandable format. This module reads the packets from the buffer in an iterative manner and invokes the decoder module to parse the packet contents. The results of the parsing are then presented to the user on the CLI.

E. Packet Header Decoder Module
This module parses the packet header in a byte by byte manner. The header decoding begins by parsing the ethernet frame comprising of the destination and source MAC address followed by the ether type field. The ether type field is a 2-byte field which indicates the type of protocol in the payload. Based on the protocol type, the remainder of the packet is decoded. Public and private protocol structures are contained in the form of JSON configuration files which is parsed to decode the protocol fields. Each protocol field has a definite mask value, offset, byte length, options and a shift value which is essential to the decoding process. After the entire packet has been parsed, the result is sent to the Show Packet Summary Module which displays the decoded contents to the user for further analysis.

F. Clear Packet Filter Module
This module enables the user to remove the existing filters from the database and clears the packets captured in the capture buffer. The system is again reset to the start state.

The topology of the experimental setup is as described in Fig. 3. Three switches are connected via ethernet interfaces to each other as well as to a common gateway. The protocol dissector tool is run on one of the switches which captures the packets arriving at its interface where it is processed and displayed in the CLI tool to the user.

VIII. RESULTS AND DISCUSSION
Fig. 4. shows the setting up of filter for a punt packet coming from Source IP Address 100.100.100.1. A total of 5 ICMP echo request packets is sent to 100.100.100.1 in order to test the working of the capture filter. Once packet capture is stopped, it is seen that 5 packets were captured and on decoding the packet contents it was seen that these packets were ICMP packets coming from source IP 100.100.100.1.

```c
#punt packet-capture set-filter 'ip.src==100.100.100.1'
filter successfully created
#
#punt packet-capture start
#
#ping 100.100.100.1
sending 5, 100-byte ICMP Echos to 100.100.100.1, timeout is 2 seconds:
   !!!
success rate is 100 percent (5/5), round-trip min/avg/max = 57/64/68 ms
#
#punt packet-capture stop
#packet capture stopped.
#packet capture stopped.

Fig. 4. Demonstration of Packet Filter Process
```

Fig. 5. illustrates the case when a filter is set for Source IP Address 100.100.100.4 but there is no interface with that IP Address and hence no packets are captured.

```c
#punt packet-capture set-filter 'ip.src==100.100.100.4'
filter successfully created
#
#punt packet-capture start
#packet capture started
#
#ping 100.100.100.4
sending 5, 100-byte ICMP Echos to 100.100.100.4, timeout is 2 seconds:
   ...
success rate is 0 percent (0/5)
#
#punt packet-capture stop
#packet capture stopped.

Fig. 5. Case where 0 packets are captured
```

Fig. 6. illustrates the situation when a filter is set for Source IP 100.100.100.2 but ICMP echoes are sent to 100.100.100.1. In this situation packets from 100.100.100.2 are encountered but due to the capture-filter they are not stored in the buffer. Hence, 0 packets are captured.

```c
#punt packet-capture set-filter 'ip.src==100.100.100.2'
filter successfully created
#
#punt packet-capture start
#packet capture started
#
#ping 100.100.100.1
sending 5, 100-byte ICMP Echos to 100.100.100.1, timeout is 2 seconds:
   !!!
success rate is 100 percent (5/5), round-trip min/avg/max = 57/64/68 ms
#
#punt packet-capture stop
#packet capture stopped.

Fig. 6. Successful Packet Filtering Process
```

Fig. 7. shows a decoded ARP header of an incoming inject packet. This packet was obtained by sending an ARP request from the source interface with MAC address 6a:9b:d2:7e:ca:0b to a neighbouring interface (23.21.22.4) in order to update the MAC address table on the switch.

```
```

Fig. 3 Topology of the experimental setup
Fig. 7. ARP Packet Decoding

Fig. 8. Basic IPv4 Decoding

Fig. 9. Captured IPv4 Packet

Internet Protocol Version 4, Src: 22.22.22.2, Dst: 224.0.0.5
Version: 4
Header Length: 20 bytes
Total Length: 40
Reserved bit: Not set
Don’t Fragment: Not set
More fragments: Not set
Fragment offset: 0
Time to live: 1
Protocol: OSPF (89)
Header checksum: 0xe0e2

Fig. 10. Detailed IPv4 Decoding

Fig. 11. Captured IPv6 Packet

ether hdr : dest mac: fff0.ffff.ffff, src mac: 6a9b.d37e.ca0b
ether hdr : ethtype: 0x8000 (ARP)

Protocol Type = 1
Hardware Type = 6
Hardware Size = 6
Protocol Size = 4
Opcode = 1

Target MAC Address = 6a9b.d37e.ca0b
Sender MAC Address = 0000.0000.0000

Opcode: ARP Request

Target IP Address = 23.21.22.2
Source IP Address = 23.21.22.4

Fig. 12. Basic IPv6 Decoding

The packet decoding tool can be used as a serviceability tool to test the working of the software loaded on the switch. It can be used to determine if the packet is coming from the right source or whether it is going to the correct destination. For instance, by decoding the ARP header of the packets, we can see whether the packet transmission is happening from the correct interface based on which the MAC table is constructed on the switch. Not only that, the captured packets can give information about the data that is flowing through the switch which can be used to detect privacy and security issues in the network. This tool can be packaged in the switch without the need for a separate Wireshark tool to act as a packet analyzer.

Such a feature is very useful for test engineers and developers who are constantly developing and providing updates on the switch software.

IX. CONCLUSION

This work aims to perform capturing and decoding of in band packets on a switch by developing a CLI tool which runs on the switch. Packet capture, decoding and analysis can help in identifying design and implementation issues in the software running on the switch. This work explains the different types of packets flowing between data plane and control plane of the switch. It also describes the design of how a packet capture and decoder tool can be implemented for any networking element in the absence of a supporting tool like Wireshark. Finally, some examples of header decoding of public protocols such as ARP, IPv4 and IPv6 have been shown to give an idea of how the system works in practice.

FUTURE WORK

This is a preliminary tool which works on limited protocols. This system needs to be extended for a variety of custom proprietary protocols. Also, the process of creating the configuration JSON file can be automated to generate the protocol structure of new protocols without any user interface. Lastly, a GUI implementation in the form of an app on the switch can make the tool more user friendly.
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