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Abstract: This article analyzes and compares the service quality metrics in reactive routing protocols AODV and DSR in VANET. Through the revision of the recorded information we study the characteristics, classification, applications and different traffic models. All these parameters are taken into account in the modelling of vehicular traffic in the downtown of Loja City. In order to get the corresponding results, three different scenarios each with a different node density have been created. According to the collected data, it is possible to verify which routing protocol is the most suitable for the Ad-Hoc networks proposed in this study.
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I. INTRODUCTION

The development of wireless networks and communication systems have had a positive impact on society, especially the evolution of mobile devices as they offer great mobility to users, together with a growing offer of communication devices such as smartphones, tablets and different mobile terminals that transform on a daily basis the way people communicate. [1]

Networks traditionally known as wireless have a device that manages the net and infrastructure making it possible to connect to different target devices. Nowadays, there is another concept in wireless networks known as Ad-Hoc or infrastructure-less network that allows the connection between terminals without a managing device. It means each existing user or node could perform as router, sender or receiver of data. [2]

One of the main targets in VANET is to assure the quality of service in the use of real-time applications as data or information transfer. This type of networks are well-known for being highly dynamic which causes the emergence of different topologies creating difficulties in discovering and keeping communication in the given scenarios. This brings as a result the loss of connectivity among vehicles causing a deterioration in service quality. [3]

Due to this problem, it is proposed to undertake a case study of two routing protocols used in Ad-Hoc networks, AODV and DSR. Quality of service metrics have been measured, compared and analyzed using the Ns-3 software to simulate the different scenarios and using Manhattan Grid as the mobility model.

II. VANET (AD-HOC VEHICLE NETWORK)

VANET (Vehicular Ad-Hoc Network) allows the communication of several nodes using wireless links through ad-hoc networks. According to topology used, each node can act as a router communicating the generated data among the different target devices without direct connection between the source and the destination port. There is a growing interest in this type of networks especially in research oriented to work with government entities, the automotive industry and transportation sectors that care for safety and efficiency in the ground transportation system. In the research of these networks, traffic is monitored by different mobility models showing how vehicles move across the existing topology. [4][5]

In the first communication model, V2V (vehicle to vehicle) nodes exchange information directly between them through the use of on-board units (OBU). [6]

Figure 1- VANET V2V [3]

In the second communication model, vehicle to infrastructure, the interaction occurs through fixed devices that could be internet access points or servers placed along roads, tolls, etc. with units in specific points (RSU-Road-Side Unit). [6]
A. VANET FEATURES

The main features of VANET are:

- **Dynamic topology**: As the nodes used on this network are in permanent movement and when predetermined patterns on the road are set, it leads to a fast-changing speed.
- **Autonomy**: Each node works in an autonomous way managing the information sent by the whole network. This network has no infrastructure so the information is sent to all the nodes allowing it to support communication failures.
- **Distributed routing**: The fact that nodes are autonomous allows them to distribute information to their neighbors.
- **Unlimited energy**: As the nodes are placed within the vehicles, their sensors receive energy constantly.
- **Larger network**: Networks are set all over the road axis generating a high number of nodes so the reception range needs to be extended.

B. VANET LIMITATIONS

VANET experiences some limitations during the implementation process and they are described below to be taken into account for research and development. [8]

- **Limited bandwidth**: Bandwidth is known as the amount of data or information packets that are sent through an existing communication network. As VANET has no wireless infrastructure, there is a weakening in the signal due to electromagnetic interference resulting in a reduced bandwidth if compared to guided networks.
- **Mobility**: One of the main targets of wireless networks is to be able to move nodes within the network reception range; however, this brings as a consequence a restriction in mobility. The connection between nodes (vehicles) could last a few seconds causing problems in communication.
- **Quality of service**: QoS is a challenge in changing topologies as it is difficult to guarantee the resource reservation needed as it happens in guided networks. QoS in VANET is of utmost importance due to the use of video-conferencing and video-streaming extensions.
- **Security**: As there is no infrastructure and the channel of communication used is the air, it is more difficult to establish security measures becoming more vulnerable to external attacks.

DSR (Dynamic Source Routing)

The Dynamic Source Routing protocol was created in 1994 by researchers Johnson and Maltz. Still in its pilot phase, it can be found in the request for comments (RFC), number 4728 of the Internet Engineering Task Force (IETF). It is based on routing so the root node knows the hops needed to reach the destination port. It is a simple and efficient protocol designed specifically for wireless Ad-Hoc networks with several mobile nodes. Using DSR, the network is entirely self-organized and auto-configurable. It does not require any infrastructure or centralized management. [10]

These network nodes help forwarding the packets from one node to the next allowing multi-hop communication. Network nodes can move, get together or exit the network whenever is needed. The routing is determined automatically and managed by the DSR protocol.

Route Request (RREQ), Route Replies (RREP) and Route Errors (RERR) are the types of messages used to set up the routing. These messages are sent and received via the User Datagram Protocol (UDP). The information is stored in the cache memory of each node in the network. [11]

III. AODV (AD-HOC DEMAND DISTANCE VECTOR)

The Ad-Hoc Demand Distance Vector (AODV) was created in 1999 by Charles E. Perkins (Sun Microsystems) and Elizabeth M. Royer (University of California). This protocol is based on DSR and DSDV. All the corresponding information is recorded in the Request for Comments (RFC) number 3561 released in July 2003 on a trial basis and it belongs to the Internet Engineering Task Force (IETF). This is a reactive protocol so each node has a routing chart for the roads already known. [13]

To create this chart, the neighboring nodes are used first. Then, nodes can connect with distant nodes with a number of hops through other nodes along the way. One of the most important characteristics of AODV is the reduced bandwidth consumption and CPU as packets are only sent on demand.

AODV uses a road discovery process in broadcast mode. It also supports unicast, multicast and uses messages such as Route Request (RREQ), Route Replies (RREP) and Route Errors (RERR). Just as the previous protocol, AODV also uses the mentioned messages to exchange information between source and destination ports. [15]

IV. SIMULATION

The simulation area selected to apply these parameters is 750 mts. long and 700 mts. wide. Its length reaches from Jose Antonio Equiuguren St. to Lourdes St. and its width goes from Universitaria Ave. to Jose Joaquin de Olmedo St.

Figure 3 shows the selected area in Loja City. It covers 42 blocks where the nodes will be able to move and create networks following and analyzing the Quality of Service metrics QoS.
Throughput.- One of the selected metrics due to its importance in VANET analysis is the throughput. When comparing networks with high mobility, it is essential to get information about the efficiency in the process of packets arriving to destination ports, as well as the amount of loss data in the proposed scenario.

Delay.- The second metric chosen to compare and analyze is one of the most important ones in our network performance. It allows us to get information about the time a packet takes to go from the source node to the destination node. Having this information makes it possible to determine how far apart are the nodes and if the size of the area is appropriate for the amount of nodes moving throughout the network.

Jitter.- The third and last metric taken into account is known as Jitter and it is the variation in the packet transmission delays. This is very important as once the length of the delay is known, it is possible to deduce what caused it as that variation depends on the routes the nodes choose or an increase in the flow of each intermediary node in the network, which also varies according to each protocol and number of users.

To calculate the Throughput, the number of packets in bytes is multiplied by 8 to convert it into bits, then this amount is divided into the simulation time period obtaining the result in kbps.

\[
Th = \frac{\text{bytes} \times 8}{Ts} \quad \text{kbps}
\]

Where:
- \(Th\) = Throughput
- \(\text{bytes}\) = Total bytes in each packet
- \(Ts\) = Simulation time period

The following formula is applied to obtain the delay, considering the time of arrival of each packet and this amount helps to calculate the difference between the current time and the time of arrival of the previous node.

\[
Dly = T_A - T_P \quad \text{Equation 2}
\]

Where:
- \(Dly\) = Delay
- \(T_A\) = Current simulation time
- \(T_P\) = Previous simulation time or Reception

The Jitter is obtained from the variation of the previous data, the delay, calculating the difference between the current delay and the previous delay. Then, the difference between the previous Jitter and this amount is divided into 16 and according to RFC 3393 it is used to reduce the noise.

\[
Jitt = \frac{[Dly_A - Dly_P] - Jitt_P}{16}
\]

Where:
- \(Jitt\) = Jitter
- \(Dly_A\) = Current packet delay
- \(Dly_P\) = Previous packet delay
- \(Jitt_P\) = Previous packet Jitter

V. DATA ANALYSIS

A. Scenario 1: 25 nodes

The first scenario for the comparative study and analysis of the routing protocol comprises 25 nodes using the parameters shown in Table 1.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>25</td>
</tr>
<tr>
<td>Area [m] x=y</td>
<td>750 700</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Manhattan Grid</td>
</tr>
<tr>
<td>Simulation duration time [s]</td>
<td>200</td>
</tr>
<tr>
<td>Minimum speed [km/h]</td>
<td>10</td>
</tr>
<tr>
<td>Medium speed [km/h]</td>
<td>25</td>
</tr>
<tr>
<td>Maximum speed [km/h]</td>
<td>40</td>
</tr>
<tr>
<td>Horizontal blocks</td>
<td>7</td>
</tr>
<tr>
<td>Vertical blocks</td>
<td>6</td>
</tr>
</tbody>
</table>

The following charts show the packets sent during the simulation (Fig. 4) and the route discovery of each node in this scenario (Fig. 5).
THROUGHPUT

Fig. 6 shows the comparison of the first metrics, the throughput results. It reveals that in the 25 node scenario created in the Manhattan Grid model, the performance in AODV packet delivery is stable, but it is higher in DSR which means the DSR routing protocol performs better in a scenario with less nodes as the routes are stored in the header with no overload.

DELAY

For the first scenario, Fig. 7 shows the Delay comparison, indicating that the AODV protocol has a longer delay in delivery. With less nodes in a more extended area, there is a higher delay than in DSR due to the distance between nodes as AODV is constantly identifying new routes.

JITTER

Fig. 8 shows Jitter metrics. As mentioned before, the AODV protocol has less delay variation. This protocol is constantly discovering new routes, which means it has more stability and convergence than DSR as there are many intermediary nodes generating new routes, having less delay variations as a result.

B. Scenario 2: 50 nodes

Like wise, fig. 9 and fig. 10 show the distribution of the nodes in the packet delivery and route discovery scenario.

Table 2. MOBILITY PARAMETERS - 50 NODES

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>50</td>
</tr>
<tr>
<td>Area [m]</td>
<td>x=750 y=700</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Manhattan Grid</td>
</tr>
<tr>
<td>Simulation duration time [s]</td>
<td>200</td>
</tr>
<tr>
<td>Minimum speed [km/h]</td>
<td>10</td>
</tr>
<tr>
<td>Medium speed [km/h]</td>
<td>25</td>
</tr>
<tr>
<td>Maximum speed [km/h]</td>
<td>40</td>
</tr>
<tr>
<td>Horizontal blocks</td>
<td>7</td>
</tr>
<tr>
<td>Vertical blocks</td>
<td>6</td>
</tr>
</tbody>
</table>

Likewise, the throughput of the AODV protocol in the 50 node scenario. As it has less number of nodes moving across the designated area, there is a less number of lost packets compared.
to DSR which uses one route from the beginning and as the nodes move further away, the packet loss is higher.

**Figure 11. Throughput in a 50 node scenario**

**DELAY**

In the second scenario, there is a little variation in the Delay in the DSR packet delivery compared to AODV. As shown in fig.12, the difference is minimum because DSR uses the same route from the emitting node onwards and as there are other nodes moving along there is a communication loss, having to start a new discovery in the source node.

**Figure 12. Delay in a 50 node scenario**

**JITTER**

In Fig. 13, the third metric in the 50 node scenario shows that the AODV protocol is more stable and it has a higher degree of convergence as its Jitter is lower compared to DSR. A higher node density in the designated scenario and the use of one route only starting in the source node generate an overload and heavy traffic getting a higher percentage in the Delay variation in DSR.

**Figure 13. Jitter in a 50 node scenario**

**Scenario 3: 100 nodes**

**Table 3 Mobility Parameters - 100 Nodes**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Cantidad</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of nodes</td>
<td>100</td>
</tr>
<tr>
<td>Area [m]</td>
<td>x=750 y=700</td>
</tr>
<tr>
<td>Mobility model</td>
<td>Manhattan Grid</td>
</tr>
<tr>
<td>Simulation duration [s]</td>
<td>200</td>
</tr>
<tr>
<td>Minimum speed [km/h]</td>
<td>10</td>
</tr>
<tr>
<td>Medium speed [km/h]</td>
<td>25</td>
</tr>
<tr>
<td>Maximum speed [km/h]</td>
<td>40</td>
</tr>
<tr>
<td>Horizontal blocks</td>
<td>7</td>
</tr>
<tr>
<td>Vertical blocks</td>
<td>6</td>
</tr>
</tbody>
</table>

The third scenario is set under the same parameters already mentioned but increasing the number of nodes from 50 to 100 as shown in fig. 14 and fig.15 evaluating deliveries and route discoveries.

**Figure 14. Packet delivery in a 100 node scenario**

**Figure 15. Route discovery in a 100 node scenario**

**Throughput**

Fig.16 shows the throughput results evaluated on this third scenario in a simulation with 100 nodes distributed along the selected area. The AODV protocol with these metrics performs better which means that when having a higher number of nodes, AODV becomes more efficient with more routes discovered and making it more stable. It’s worth mentioning that the DSR protocol starts declining when the number of nodes or connections increases as it needs to place in the header the nodes needed from source and destination in a determined time frame causing buffer overflow in each node and packet loss.
Performance of Reactive Routing Protocols DSR and AODV in Vehicular Ad-Hoc Networks Based on Quality of Service (Qos) Metrics

Figure 16. Throughput in a 100 node scenario

Figure 17. Delay in a 100 node scenario

Fig. 17 presents the data results gathered for the second metrics, the Delay on packet delivery. In this scenario, the Delay in the AODV protocol is higher compared to DSR. This is totally understandable as there are more nodes involved so AODV needs to discover new routes. As a result, there is a higher number of delays and also packet loss due to collisions caused by the high number of nodes. DSR experiences less delays as it has one route already established starting from the source.

Fig. 18 shows the Jitter results in this scenario where AODV has more variation in the Delay as more routes are generated given the higher number of nodes causing more traffic and collisions. As a result, this protocol is unstable, and it has little convergence. This data depends on the number of nodes as well as in the distance between them in the simulation area.

VI. CONCLUSION

In order to achieve the set targets, it is the utmost importance to use NS-3 software as it is a full-network simulator comprised by different modules. It also has a guide with information about the implemented networks and specifically the protocols tested here.

- The data collected during the simulations shows that Throughput, Delay and Jitter in AODV and DSR routing protocols vary according to the amount of nodes, mobility and the size of the area used in the network topology.

- In the study using the Manhattan Grid model, AODV and DSR protocols show similar results in the three proposed scenarios concluding that the DSR protocol has a better quality of service where there is less node density. In contrast, AODV is more efficient when there is a higher number of nodes as it is constantly discovering new routes. Besides this, AODV has less delay end-to-end as having a higher number of collisions, new routes are constantly being established in contrast with DSR which maintains only one route from source to destination.

- Following one of the study goals, the scenarios needed in the Manhattan Grid mobility model have been successfully created using Bonnmotion. This tool creates files that are compatible with the NS-2 software but with the help of several lines of code were imported to the NS-3 software used in this study.

- According to the data obtained in the three simulation scenarios and models, when the DSR routing protocol sends a delivery it should store the destination route and place it in the packet header. Having scenarios with an increase in the amount of nodes there is an overflow as having longer routes causes a considerable growth in the header size and routing tables resulting in packet loss and a decrease in quality of service (QoS)

- Based on the analysis and comparison of the quality of service (QoS) metrics in each scenario and model used in this study, it could be concluded that the AODV routing protocol performs better in high node density scenarios, differing from DSR which is stable in smaller scenarios. Therefore, AODV is the protocol to be taken into account in future field trials due to scalability, city growth, heavier traffic and apps increase.

RECOMMENDATIONS

In order to study and analyze the different routing protocols it is advisable to have information about the RFC applied to each protocol, computer networks, programming language C++, free software, etc.

- To avoid problems during AODV and DSR simulations in VANETs, it is recommended to use stable versions of software such as Ubuntu 16.04 and NS-3 2.28 as their tools are documented and operating.
It is important to pay special attention when getting quality of service metrics in the protocols as the different existing methods do not work in AODV and DSR on the same way when sending packets which causes trouble getting data.

It is also advisable to check if the mobility models chosen for the simulation in VANETs have libraries compatible with the NS-3 software or if they could be created using external tools so the metrics could be compared without any hassle.
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