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Abstract: Automated approaches for detecting cyberbullying on online platforms has remained a primary research concern over past years. Cyber bullying is defined as the use of electronic communication to bully a person, typically by sending messages of intimidating or threatening nature. The victims especially teenagers suffer from loss of confidence, depression, sleep disorder. The research on automated cyberbullying approach is mainly focused on data driven methods. Such methods work on a database of static texts, usually collected from online platforms and are not feasible for dynamic nature of a real-life social networking scenarios.

The aim of our research is to develop a cyberbullying detection system using Fuzzy Logic. Three types of bullying emotions are considered in this research work namely aggression, abuse and threat. In the proposed approach chat between two users is continuously monitored and emotion present in each message is determined. Based on the emotion each user’s behavior is categorized as decent or bullying. If the detected bullying nature is higher than a defined threshold value the account of user is ceased and reported automatically.

The proposed approach is tested with a chat application developed in Microsoft .Net Framework and approach can detect cyber bullying in good time. The proposed approach, if implemented with social networking platforms can serve as a useful aid for preventing online harassment. The developed algorithm can also be applied in surveillance and human behavioral analysis.
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I. INTRODUCTION

The tremendous growth of social medial usage due to easy internet access has completely revolutionized our lifestyle. Social media activities such as using Instagram, YouTube, twitter is one of the most popular online activities. According to a survey about 2.65 billion people use social media [1]. The rate of penetration of social media is also very fast. The penetration rate of social media as on January 2019 is 45 percent. In future the aforementioned figures will increase for as it is anticipated that the digital markets which are presently less developed will soon catch a good development pace with consequent availability of cheap mobile devices and infrastructure.

The easy access and widespread usage of social media platform has also promoted its malicious uses. The positive usage of these platforms is often shadowed by the negative usage which includes abusive and offensive behaviors. The use of internet in order to bully someone is called cyberbullying. The most traditional methods to combat cyberbullying includes the development of standards and guidelines that all users must adhere to, employment of human editors to manually check the bullying behavior, the use of profane word lists, and the use of regular expressions, etc[2].

The traditional methods are ineffective against the dynamic nature of present social media platforms. The cost of labor as well as maintenance involved in these approaches is also quite high. Furthermore, these methods cannot scale well. Thus, principal learning frameworks are required that can automatically detect bullying behaviors. Analyzing the problem from an all-round perspective it is clear that an automated and data-driven techniques can be a useful aid for analyzing and detecting bullying behaviors and can provide substantial aid to victims. Successful detection of cyberbullying would allow large-scale social media sites to identify harmful and threatening situations early and prevent their growth more efficiently.

Xu and et al [3] traced bully traces from texts extracted from Twitter. The tweets were reviewed to extract information about different types of emotions in them. The authors identified seven emotions namely embarrassment, fear, anger, empathy, pride, relief and sadness. Munezero, and etal[4] used emotion based features to determine emotional context of a post. The research work used two features namely the emotive words and Sentiment Strength. Serra and etal [5] proposed a rule-based framework is used for detecting cyberbullying. The proposed approach used user’s age and his pattern of using mobile as the determining factors of cyberbullying. Based on these patterns a risk factor is assigned to the user. Chen and etal[6] evaluated an offensiveness score of two users. This offensiveness score is calculated by a Lexical Syntactic Framework (LSF). Mancilla and etal [7] developed a social computer game after carefully analyzing and studying the interactions of user in virtual environment. Based on this observation the detected bullying behavior in social gaming.

R. Zhao and etal [8]. Developed semantic-enhanced marginalized denoising auto-encoder (smSDA) which is a novel representation algorithm to solve the problem. M. Yao and etal [9] introduced a new algorithm that drastically reduced the number of features used in classification.

Y. J. Foong and etal[10].in this research an algorithm is developed for automatic identification and detection of cyber bullying . The dataset used was acquired from online forums and online communities..

R. Pawar and etal[11] proposed Multilingual Cyberbullying Detection System which has ability to detect Abusive behaviors in two different Indian languages-. Rosa and et al [12], studied performance of Fuzzy Fingerprints, while detecting textual cyberbullying in social networks. The Experimental results revealed that the abovementioned technique outperforms the traditional classifiers when tested in an imitation of real life situations.

From the literature it is revealed that the most widely used approach for detecting cyberbullying behavior is
training and evaluating classifiers on the static data. The published results though demonstrate efficiency but cannot ensure similar performance of these algorithms in real-life scenario, such as instant messaging on different social networking applications.

The proposed research considers three types of cyberbullying expressions namely aggression, abuse and threat. In the proposed approach chat between two users is continuously monitored and emotion present in each message is determined. Based on the emotion each user’s behavior is categorized as decent or bullying. If the detected bullying nature is higher than a defined threshold value the account of user is ceased and reported automatically. The proposed approach can detect cyberbullying in good time and thus prevent the victim from undergoing mental or physical stress.

II. PROPOSED METHODOLOGY

A. Proposed Algorithm

In this research sentimental data analysis is used for detecting abusive language in social media texts. To imitate social media platform, a chat application is developed in C#. In the frontend the application allows user to send messages to other person, Abusive language is detected in backend processing with fuzzy logic and k means clustering algorithm. The user behavior while use the app can be categorized as calm, happy, neutral, aggression, abuse or threat by our proposed algorithm. If the user behavior is threatening then a warning is generated and the user’s account is ceased for a given time period. The proposed algorithm is explained in detail in the following section.

B. Dataset Collection

The first step is dataset preparation. In this research ‘labMT’ dictionary by Mechanical Turk is used. The dictionary is open source and consists of 5000 words. These 5000 words are gathered from four sources namely Twitter, the New York Times, Google Books, and music lyrics as most frequently used words. Each word in dictionary has a pre-defined happiness score linked to itself.

C. Dataset Classification

The downloaded dictionary is in raw form and to make it useable in the proposed research we need to classify the words present in dictionary as calm, happy, neutral, aggression, abuse or threat. For this purpose we constructed individual dictionary related to these categories. CL, HP, NE, AR, AB, TH denotes the constructed dictionary for calm, happy, neutral, aggression, abuse and threat respectively. The set D denotes the collection of these dictionaries. The set L denotes labMT dictionary.

\[ D = \{ \text{CL, HP, NE, AR, AB, TH} \} \quad \ldots (1) \]

K means clustering algorithm is applied to classify the LabMT dictionary. The pseudo code is given below. Here \( W(i) \) denotes the \( i \)th word in labMT dictionary, \( H(W(i)) \) is the happiness average of the \( i \)th word, \( H(CL) \) denotes the array which consists of happiness average of CL, \( H(HP) \) denotes the array which consists of happiness average of HP, \( H(NE) \) denotes the array which consists of happiness average of NE, \( H(AR) \) denotes the array which consists of happiness average of AR, and \( H(TH) \) denotes the array which consists of happiness average of TH. The result of the classification is shown in fig 1.

\[
\begin{align*}
\text{Step 1:} & \quad i = 1, \quad i \leq 5000, \quad i++ \\
\text{Step 2:} & \quad \text{if } W(i) \in \text{CL} \\
& \quad H(CL)(i) = H(W(i)) \\
\text{Step 3:} & \quad \text{if } W(i) \in \text{HP} \\
& \quad H(HP)(i) = H(W(i)) \\
\text{Step 4:} & \quad \text{if } W(i) \in \text{NE} \\
& \quad H(NE)(i) = H(W(i)) \\
\text{Step 5:} & \quad \text{if } W(i) \in \text{AR} \\
& \quad H(AR)(i) = H(W(i)) \\
\text{Step 6:} & \quad \text{if } W(i) \in \text{AB} \\
& \quad H(AB)(i) = H(W(i)) \\
\text{Step 7:} & \quad \text{if } W(i) \in \text{TH} \\
& \quad H(TH)(i) = H(W(i)) \\
\text{Step 8:} & \quad \text{End} \\
\text{Step 9:} & \quad \text{for } i = 1, \quad i \leq 5000, \quad i++ \\
\text{Step 10:} & \quad \text{if } \left[ \min(H(CL)) \leq H(W(i)) \leq \max(H(CL)) \right] \\
& \quad W(i) \in \text{CL} \\
\text{Step 11:} & \quad \text{if } \left[ \min(H(HP)) \leq H(W(i)) \leq \max(H(HP)) \right] \\
& \quad W(i) \in \text{HP} \\
\text{Step 12:} & \quad \text{if } \left[ \min(H(NE)) \leq H(W(i)) \leq \max(H(NE)) \right] \\
& \quad W(i) \in \text{NE} \\
\text{Step 13:} & \quad \text{if } \left[ \min(H(AR)) \leq H(W(i)) \leq \max(H(AR)) \right] \\
& \quad W(i) \in \text{AR} \\
\text{Step 14:} & \quad \text{if } W(i) \in \text{AB} \\
\text{Step 15:} & \quad \text{if } \left[ \min(H(TH)) \leq H(W(i)) \leq \max(H(TH)) \right] \\
& \quad W(i) \in \text{TH} \\
\end{align*}
\]
Step 19 if $\min(H_{AB}) \leq H_{W(i)} \leq \max(H_{AB})$

Step 18 $W(i) \in TH$

Step 19 if $\min(H_{TH}) \leq H_{W(i)} \leq \max(H_{TH})$

D. Chat Application Development

In this step chat application is developed using the principles of asynchronous programming in C#. When the user sends a message, it is stored in the string named, ‘UserString’.

![Fig 1: Happiness Average value of different words.](image1)

![Fig 2: Developed GUI in C#.](image2)

E. Chat Application Development

The UserString is separated into individual words, by using the following pseudo code.

Step 1 Len = length(UserString)

Step 2 Count=1

Step 3 Do

Step 4 i=count

Step 5 For i, UserString(i) != '', i++

Step 7 Count =i+2;

Step 8 While(UserString(i) != '\n')

Step 6 $W_{User}(i) = UserString(i)$

F. Chat Application Development

Once the sentence is separated into words then the value of each sentiment is calculated. The value of a particular sentiment class is denoted by V and is calculated by using following equation

$$V_S = \frac{\text{number of words belonging to sentiment}}{\text{total number of words}}$$ (2)

G. Developing Fuzzy logic system for abusive language detection

The input to fuzzy logic is the value of each sentiment as obtained in previous step. The input to fuzzy logic framework can be denoted by equation 4.3. Let $I = \{V_{CL}, V_{HP}, V_{NE}, V_{AR}, V_{AB}, V_{TH}\}$ (3)

Gaussian membership function is used to represent input fuzzy variables. Triangular membership functions are used for output fuzzy variable. (Fig 4.2-4.4).

$$G(x;c,\sigma) = e^{-(x-c)\sigma^2}$$ (4)

Based on fuzzy rules the output is calculated which gives a cumulative result of the user behavior in form of the six sentiments. If the detected user behavior is calm, happy or neutral then no action is taken. If the user behavior falls in category of aggression, abuse or threat then the necessary action is performed.

III. EXPERIMENTAL RESULTS AND DISCUSSION

The proposed algorithm of ‘Detecting cyberbullying by fuzzy logic and K means clustering is implemented in Microsoft Visual studio, .net frame work. Fig 2 shows the developed graphical user interface of the chat system. Since the chat system is designed to works between two applications the settings of Baud rate and COM ports are given. The user needs to connect to the application by clicking connect button. The user then types the message to...
be sent and click on send button. When the system receives a message, it analyses it and detects the relevant emotion. The detected emotion is highlighted. If detected emotion is threat then system blocks the account for some time.

Fig 3 shows the detected emotion of ‘threat’ when the input string is ‘I have thoughts about suicide’. Performance analysis of the proposed algorithm is discussed in later section.

### Table- I: Name of the Table that justify the values

<table>
<thead>
<tr>
<th>PARAMETER</th>
<th>VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive Rate = Trials in which positive emotion is detected correctly/Total number of positive trials.</td>
<td>0.81</td>
</tr>
<tr>
<td>False Positive Rate = Trials in which positive emotion is detected incorrectly/Total number of positive trials.</td>
<td>0.19</td>
</tr>
<tr>
<td>True Negative Rate = Trials in which negative emotion is detected correctly/Total number of negative trials.</td>
<td>0.85</td>
</tr>
<tr>
<td>False Negative Rate = Trials in which negative emotion is detected incorrectly/Total number of negative trials.</td>
<td>0.15</td>
</tr>
</tbody>
</table>

The performance of the proposed approach is evaluated with performance matrix which consists of True Positive Rate, False Positive Rate, True Negative Rate and False negative rate. True Positive Rate refers to samples that are correctly classified as positive. False positive Rate is the samples that are wrongly classified as positive. True negative Rate refers to the samples that are correctly identified as Negative. False Negative Rate refers to samples that are wrongly identified as negative. A detailed explanation about these rates can be found in [13]. The performance matrix is shown in Table I.

### IV. CONCLUSION

The proposed algorithm for automatic detection of cyberbullying by fuzzy logic and k means clustering is successfully implemented. Using this approach six emotions namely calm, happy, neutral, aggression, abuse and threat can be detected from the user’s text messages. The proposed approach can identify bullying behaviors with an accuracy of 85 percent, which is much higher than previous approaches, such as [14]. The proposed algorithm can prove to be highly useful in real time detection of cyberbullying and prevent emotional stress on victims.

### FUTURE SCOPE

In future author suggests that the developed prototype can be implemented on Wide Area Network with combination of different dictionaries. Cloud Frameworks can be used for this purpose. The fuzzy rules can be further modified to detect non textual forms of cyberbullying such as abuse through obstructed texts, images and videos.
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