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Abstract: With the rapid growth of user-generated content on the internet, sentiment analysis of online reviews has become a hot research topic recently, but due to variety and wide range of products and services, the supervised and unsupervised domain-specific models are often not practical. As the number of reviews expands, it is essential to develop an efficient sentiment analysis model that is capable of extracting product aspects and determining the sentiments for aspects. A text processing framework that can summarize reviews would therefore be desirable. A subtask to be performed by such a framework would be to find the general aspect categories addressed in review sentences, for which this paper presents two methods. In this paper, we propose an unsupervised model for detecting aspects in reviews. In this model, first a generalized method is proposed to learn multi-word aspects. Second, a set of heuristic rules is employed to take into account the influence of an opinion word on detecting the aspect. In contrast to most existing approaches, the first method presented is an unsupervised method that applies association rule mining on co-occurrence frequency data obtained from a corpus to find these aspect categories. The proposed unsupervised method performs better than several simple baselines, a similar but supervised method, and a supervised baseline; the proposed model does not require labeled training data and can be applicable to other languages or domains. We demonstrate the effectiveness of our model on a collection of product reviews dataset, where it outperforms other techniques.
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1. INTRODUCTION

In the past few years, with the rapid growth of user-generated content on the internet, sentiment analysis (or opinion mining) has attracted a great deal of attention from researchers of data mining and natural language processing. Sentiment analysis is a type of text analysis under the broad area of text mining and computational intelligence. Three fundamental problems in sentiment analysis are: aspect detection, opinion word detection and sentiment orientation identification [1-2]. Aspects are topics on which opinion are expressed. In the field of sentiment analysis, other names for aspect are: features, product features or opinion targets [1-5]. Aspects are important because without knowing them, the opinions expressed in a sentence or a review are of limited use. For example, in the review sentence “after using it, I found the size to be perfect for carrying in a pocket”, “size” is the aspect for which an opinion is expressed. Likewise aspect detection is critical to sentiment analysis, because its effectiveness dramatically affects the performance of opinion word detection and sentiment orientation identification. Therefore, in this study we concentrate on aspect detection for sentiment analysis. Retail companies such as Amazon and Bol have numerous reviews of the products they sell, which provide a wealth of information, and sites like Yelp offer detailed consumer reviews of local restaurants, hotels, and other businesses. Research has shown these reviews are considered more valuable for consumers than market-generated information and editorial recommendations [4]–[6], and are increasingly used in purchase decision-making [7], a supervised machine learning approach to aspect category detection is feasible, yielding a high performance [11]. Many approaches to find aspect categories are supervised [11]–[14]. However, sometimes the flexibility inherent to an unsupervised method is desirable.

Existing aspect detection methods can broadly be classified into two major approaches: supervised and unsupervised. Supervised aspect detection approaches require a set of pre-labeled training data. Although the supervised approaches can achieve reasonable effectiveness, building sufficient labeled data is often expensive and needs much human labor. Since unlabeled data are generally publicly available, it is desirable to develop a model that works with unlabeled data. Additionally due to variety and wide range of products and services being reviewed on the internet, supervised, domain-specific or language-dependent models are often not practical. Therefore the framework for the aspect detection must be robust and easily transferable between domains or languages.

This approach, however, only considered adjectives as opinion words which are not able to cover every opinion, yet the approach was capable of finding hidden links between product aspects and adjectives. Unfortunately, there were no quantitative experimental results reported, specifically for implicit aspect identification.

A two-phase co-occurrence association rule mining approach to identify implicit aspects [15].
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In the first phase of rule generation, association rules are mined from the opinion word explicit aspect, from a co-occurrence matrix. Each entry in the co-occurrence matrix represents the frequency degree of a certain opinion-word co-occurring with a certain explicitly mentioned aspect. In the second phase, the rule consequents (i.e., the explicit aspects) are clustered to generate more robust rules for each opinion word. In [19], a semi-unsupervised method is proposed that can simultaneously extract both sentiment words and product-uct/service aspects from review sentences. The method first extracts appraisal expression patterns (AEPs), which are representations of how people express opinions regarding products or services. The set of AEPs is obtained by selecting frequently occurring shortest dependency paths between two words in a dependency graph.

The model can easily be transformed between domains or languages. In the remainder of this paper, detailed discussions of existing works on aspect detection will be describes the proposed aspect detection model for sentiment analysis, including the overall process and specific designs. Subsequently we describe our empirical evaluation and discuss important experimental results. Finally we conclude with a summary and some future research directions.

II. RELATED WORK

Several methods have been proposed, mainly in the context of product review mining [1-14]. The earliest attempt on aspect detection was based on the classic information extraction approach of using frequently occurring noun phrases presented by Hu and Liu [3]. Their work can be considered as the initiator work on aspect extraction from reviews. They use association rule mining (ARM) based on the Apriori algorithm to extract frequent itemsets as explicit product features, only in the form of noun phrases. Their approach works well in detecting aspects that are strongly associated with a single noun, but are less useful when aspects encompass many low-frequency terms. The proposed model in our study works well with low-frequency terms and uses more POS patterns to extract the candidates for aspect. Wei et al, [4] proposed a semantic-based product aspect extraction (SPE) method. Their approach begins with preprocessing task, and then employs the association rule mining to identify candidate product aspects. An early work on implicit aspect detection is [17]. The authors propose to use semantic association analysis based on point-wise mutual information (PMI) to differentiate implicit aspects from single notional words. Unfortunately, there were no quantitative experimental results reported in their work, but intuitively the use of statistic semantic association analysis should allow for certain opinion words such as “large,” to estimate the associated aspect (“size”). Association rule mining is also employed in [20], where first the candidate aspect indicators are extracted based on word segmentation, part-of-speech (POS) tagging, and aspect clustering. After that, the co-occurrence degree between these candidate aspect indicators and aspect words are calculated, using five collocation extraction algorithms. Association rule mining is also the main technique in [21].

Unlike [15] and [20], no annotated explicit aspects are required, instead the double propagation algorithm from [22] is employed to identify the explicit aspects. An advantage of this double propagation method is that it links explicit aspects to opinion words. This is used later, to restrict the set of possible implicit aspects in a sentence to just those that are linked to the opinion words present in that sentence. The high-performing supervised aspect category detection is proposed in [11]. Instead of a MaxEnt classifier, five binary (one-versus-all) SVMs are employed, one for each aspect category. The SVMs use various types of n-grams (e.g., stemmed, character, etc.) and information from a word clustering and a lexicon, both learned from YELP data. The lexicon learned from YELP data significantly improved the F1-score, which was reported to be 88.6% and ranked first among 21 submissions in SemEval-2014 workshop.

III. UNSUPERVISED METHOD

The proposed method is unsupervised uses co-occurrence association rule mining in a related way as [12], by learning relevant rules between notional words, defined as the words in the sentence after removing stop words and low frequency words, and the well thought-out categories. This enables the algorithm to mean a category based on the words in a sentence. Association rules are mined when a strong relation between a notional word and one of the aspect categories exists, with the strength of the relation being modeled using the co-occurrence frequency between category and notional word. In this function we focus on selecting some aspects from the candidates as seed set information. We introduce a new metric named A-Score, which selects the seed set in an unsupervised manner. This metric is employed to learn a small list of top aspects with a complete precision.

A-Score Metric

Here we introduce a new metric, named A-score which uses inter-relation information between words to score them. We score each candidate aspect with A-score metric defined as:

$$A = \text{Score}(a) = f(a) \times \sum \log ( f(a,b_i) \times N + 1)$$

Where a is the current aspect, f(a) is the number of the sentences in the corpus which a is appeared, f(a, bi) is the frequency of co-occurrence of aspect a and bi each sentence, bi is ith aspect in the list of seed aspects, and N is number of sentences in the corpus. The A-Score metric is based on mutual information between an aspect and a list of aspects, in addition it considers frequency of each aspect. We apply the add-one smoothing to the metric, so all co-frequencies be non-zero. This metric helps to extract more informative aspects and more co-related ones.

Figure 1 gives an overview of the proposed model used for detecting aspects in sentiment analysis. Below, we discuss each of the functions in aspect detection model in turn.
V. EVALUATION

The proposed methods of evaluation, the training and test data from SemEval-2014 [10] are used. It contains 3000 training sentences and 800 test sentences taken from restaurant reviews. that each sentence has at least one category and that approximately 20% of the sentences have multiple categories. With 20% of the sentences having multiple categories, a method would benefit from being able to predict multiple categories. The association rule mining is useful in this scenario as multiple rules can apply to a single sentence. Because both unsupervised and supervised method work best for well-defined aspect categories, the last category in this data set, anecdotes/miscellaneous poses a challenge. It is unclear what exactly belongs in this category, and its concept is rather abstract. For that reason, we have chosen not to assign this category using any of the actual algorithms, but instead, this category is assigned when no other category is assigned by the algorithm. This was as expected, since dependency indicators consists of more than one component, which makes it harder to find rules that generalize well to unseen data, and, in addition, they also rely on the grammatical correctness of the sentence.

Using dependency indicators, in addition to lemma indicators, do seem to result into finding more categories, even though it is less precise in doing so. This is especially the case for the category food. The main reason for this is that food is by far the largest category, resulting in more available training data for this category, which makes it easier to find rules.

VI. EXPERIMENTAL RESULTS

In this section we discuss the experimental results for the proposed model and presented algorithms. We employed datasets of customer reviews for five products for our evaluation purpose. This dataset focus on electronic products: Apex AD2600 Progressive-scan DVD player, Canon G3, Creative Labs Nomad Jukebox Zen Xtra 40 GB, Nikon Coolpix 4300, and Nokia 6610. Table 2 shows the number of manually tagged product aspects and the number of reviews for each product in the dataset.

<table>
<thead>
<tr>
<th>Table-I: Summary of customer review dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DataSet</strong></td>
</tr>
<tr>
<td>--------------</td>
</tr>
<tr>
<td>Canon</td>
</tr>
<tr>
<td>Nikon</td>
</tr>
<tr>
<td>Nokia</td>
</tr>
<tr>
<td>Creative</td>
</tr>
<tr>
<td>Apex</td>
</tr>
</tbody>
</table>

Fig.1. The proposed model for aspect detection for sentiment analysis
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VII CONCLUSION
This paper proposed a model for the task of detection for sentiment analysis for co-occurrence data aspects in reviews. two methods for detecting aspect categories, the first one is unsupervised method, which is used for spreading the creation ended a graph built from word co-occurrence data, enabling the use of both direct and indirect relations between words. The second, supervised, method uses a rather straight- forward co-occurrence method where the co-occurrence frequency between annotated aspect categories and both lem- mas and dependencies is used to calculate conditional probabilities. If the maximum conditional probability is higher than the associated, targeted, threshold, the category is assigned to that sentence. We plan to employ clustering methods in conjunction with the model to extract implicit and explicit aspects together to summarize output based on the opinions that have been expressed on them by using machine learning techniques.
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