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Abstract: Data mining can be considered to be an important aspect of information industry. Data mining has found a wide applicability in almost every field which deals with data. Out of the various techniques employed for data mining, Classification is a very commonly used tool for knowledge discovery. Various alternatives methods are available which can be used to create a classification model, out of which the most common and apprehensible one is KNN. In spite of KNN having a number of shortcomings and limitations in it, these can be overcome by with the help of alterations which can be made to the basic KNN algorithm. Due to its wide applicability, KNN has been the focus of extensive research and as a result, many alternatives have been performed with wide range of success in performance improvement. A major hardship being faced by the data mining applications is the large number of dimensions which render most of the data mining algorithms inefficient. The problem can be solved to some extent by using dimensionality reduction methods like PCA. Further improvements in the efficiency of the classification based mining algorithms can be achieved by using optimization methods. Meta-heuristic algorithms inspired by natural phenomenon like particle swarm optimization can be used very effectively for the purpose.
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I. INTRODUCTION

Data mining can be thought of as a process that involves identifying, validating and finally analysing the data obtained from a variety of information sources in order to subsequent transformation of data into a useful form. The ever increasing volume of available data which needs to be searched for patterns has made the use of data mining tools an absolute necessity[1]. The data mining tools work toward analysing the data in such a manner so as to identify crucial information out of data. The results thus obtained by applying the data mining tools can then be used for making decisions. Data mining helps the decision makers of a wide range of application areas like marketing, credit card analysis, financial analysis, medical diagnosis, network intrusion detection, manufacturing industry etc. There are a wide variety of data mining techniques being used for extracting knowledge in the form of patterns from the source data – some of them being outlier analysis, association rule mining, clustering, regression, classification, forecasting etc. These data mining methods make use of many algorithms based on machine learning in order to perform this task. The Classification technique is a very important data mining research area especially where mining of big data is concerned)[2]. The classification technique is mainly used to predict labels attached to test data points. Classification involves building a classification model which is known as the classifier from the training data. The model thus obtained is capable of classifying test data tuple. The Classification technique uses class labeled data set to build this model or classifier. This is why among the data mining tools, the classification method is considered to exhibit supervised learning. There are a wide variety of classification algorithms in use today for example Rule-Based Classification, k-Nearest Neighbor (KNN), Bayesian Classifier, Decision Tree Induction, Support Vector Machine (SVM) etc.[3]. Out of these many alternatives available, the k-Nearest Neighbors classifier comes out as a simple yet powerful and effective method for data mining. The KNN method uses an approach that uses the nearest neighbor method for the purpose of classification of an unseen test tuple based on data tuples which are similar to it. The KNN algorithm uses the class labels of the k tuples from the data set which are nearest to the test tuple in order to classify it by assigning it an appropriate class label. The number of nearest neighbors to be considered, the parameter k, is a positive integer which can be passed as an input parameter to the Nearest Neighbor classifier integer which can be passed as an input parameter to the KNN classifier[4].

### Standard kNN Algorithm

**Input Parameters:** Data set, k  
**Output:** Classified test tuples  

1. **Step 1:** Store all the training tuples.  
2. **Step 2:** for each test tuple  
   - **A.** Compute distance of it with all the training tuples using (1).  
   - **B.** Find the k nearest training tuples to the test tuple.  
   - **C.** The class which is most common in the k nearest training tuples to the test tuple is assigned to the test tuple.  

**End for**

A number of modified versions of the basic KNN algorithm have been proposed by researchers. These variants of KNN have been critically discussed in [5]. The various kNN variants endeavor to remove the disadvantages of the basic KNN classifier.
The basic kNN classification algorithm suffers from the drawback that its result can get easily influenced by a number of key factors including the parameter k, the distance measure being employed for calculating the similarity/difference between two tuples, the assigned weights of attributes to name a few. A change or manipulation of these factors can result in the performance of KNN algorithm to be ameliorated.[6]

In order to perform efficient classification by using KNN or any other classifier, it often becomes important to decrease the number of dimensions to a manageable one. Feature extraction and feature selection are two common methodologies to achieve the reduction in the dimensionality of data sets. In the feature selection method, we choose the most relevant and significant dimensions are retained from the original data, where in the feature extraction method, we transform the original vector space into a novel one having particular special characteristics and it is the new vector space that is reduced in dimensions[7]. The Principle Component Analysis (PCA) method is one of the most widely used feature extraction methodology. The PCA is an unsupervised method for dimensionality reduction. PCA performs the reduction in the number of data dimension by identifying few linear combinations which tend to be orthogonal and have the largest variance, these are called the principal components PCs of the original dimensions [8].

Particle Swarm Optimization (PSO), a optimization algorithm based on the swarm intelligence concept, is a global optimization tool. In the case of standard PSO, each individual element of the population under study is updating by adjusting its trajectory iteratively toward its own hitherto previous best position, and also towards the previously attained best position of any member of the same generation[9]. PSO has been successfully used for the purpose of optimization of data mining tasks and has shown good results[10].

This study proposes a novel optimized KNN classification method. The KNN classifier helps to learn and model the local information about the data, and the PCA component is used to reduce the dimensionality of all data points while preserving the global nature of the data information. Finally the results of the PCA enhanced KNN are optimized by using a meta-heuristic algorithm, we have used PSO for this purpose. The selection of the fitness function plays a vital role in determining the performance of PSO. A well defined fitness function can lead to a prompt location of the optimized particle positions. We have selected the Schaffer’s F6 function for the purpose of this study. The Shaffer’s F6 function is essentially a function used for testing purposes. This function includes a number of peaks (local optima) which makes it difficult for the various hill-climbing techniques to converge. The F6 function used here is a standard one which has its peak situated at origin with a unit value [11]. For the purpose of evaluating the performance of the proposed methodology, three common datasets from the UCI repository have been used - the breast cancer dataset, the wine quality dataset and the Lower back pain dataset[12].

The remaining part of the paper is organized as; Section 2 lists the recent researches in the three areas that are of relevance viz., KNN classification, PCA and Particle Swarm Optimization. Section 3 elaborates the experimental setup and the results obtained by applying the proposed methodology on the three selected datasets. Section 4 covers the final conclusion drawn and the future scope for the work.

II. RELATED WORK

A. Knn Classifier

The kNN algorithm performs the task of classifying an unknown test data tuple with the help of the nearest neighbor technique to analyse the classes to which the nearest neighbors of this tuple belong to. A fixed subset of the nearest neighbors of the test tuple is allowed to participate in the classification process. The size of this fixed subset is identified by k, which obviously is an integer value greater than zero. When this parameter k=1, the classifier uses the class assigned to the training data tuple that is identified to be the most nearest one, i.e., has the least distance to the unknown test data tuple is used as the class of the test tuple. There are many distance measures that can be used for the purpose of finding the nearest neighbor. These include the Euclidian distance, the Manhattan distance etc. The most commonly used distance measure is the Euclidian distance and it the same that has been used in this study. KNN is identified as a nonparametric lazy learner. The available data set is first broken down into two components: one of them is used as the training set and the other is used as the test set. The training set is used as the input to the algorithm for developing the classifier model, while the test set is utilized to identify the accuracy and efficiency of the algorithm. The data set can be divided by using any one of the commonly used techniques like hold-out method, random sampling, cross validation etc. for this study, we have used random sampling. We have divided the data in the ratio of 80:20 for training to testing data component. The KNN algorithm classifies the new unknown test tuple by utilizing the training data tuples which are similar to it (have less distance). Since the KNN algorithm is quiet easy to implement and provides significant classification performance, it has become a very popularly used method in tasks involving data mining and has been also selected to be one of the top ten data mining algorithms[13]. In spite of all its features, the basic kNN algorithm suffers from two major weaknesses. First, the success rate of the basic kNN algorithm is highly dependent on the number of neighbors chosen, the k parameter. Second, the relationship between a data tuple and the class to which it is assigned is very rigid or crisp. There are no grey or fuzzy areas. Each data tuple has complete relationship with a single class exclusively and has absolutely no relationship with any other class. This crisp/strict relationship leads to inflexibility and inefficiency of the approach.

The KNN classifier has been known to show efficient performance even on medium to large data sets and has shown significant performance levels even on very large data. Significant amount of effort has been made on designing the variants to the kNN methods. These variants have efficiently proposed varying optimal k parameter values to different sample data sets[14]. These variants have shown widely varying performance levels.
The improvised variants of the kNN algorithm work in two stages, the first stage is used to learn and identify an optimal-k parameter value for each corresponding test data sample and subsequently the second stage uses this value on the traditional kNN classification method in order to predict the test tuple samples by using the optimal-k parameter value thus learned [15]. But this approach suffers from the disadvantage of being slow as the two stage process of first learning an optimal-k parameter value for each test sample and the subsequent process of scanning again all the training data samples for the purpose of finding the nearest data tuple neighbors of each given test tuple is time-consuming [16].

B. Principal Component Analysis

The data mining applications being used commercially often suffer from what is commonly called the ‘Curse of Dimensionality’. This refers to the problems faced by the data mining applications which are working with analyzing multivariate data. Commercial multivariate data usually comes with a large number of dimensions or attributes which need to be processed in order to extract useful information out of it. The goal of the methods being used for dimensionality reduction is to efficiently represent the input data using a lower dimensional space, which is achieved by preserving some of the initial original properties of the input data. The following equation illustrates how the high dimensional data space data [M] is reduced to lower dimensional space [N].

\[
\frac{i}{p} = \frac{n_1}{n_2} \rightarrow \text{Dimensionality reduction} \rightarrow \frac{a}{p} = \frac{n_1}{n_2} \text{ \( \text{n} \ll \text{m} \)}
\]

One widely used method employed for the purpose of reducing the dimensionality of the input feature space is the Principal Component Analysis (PCA) method. PCA helps to classify the similarities and differences inherent in the data so that they can be explored. The PCA approach works by analyzing the input data for the purpose of creating smaller variables which are known as the Principal Components (PCs) by using the theory of variance estimation [17]. By itself, the Principal component analysis (PCA) can be considered as a statistical procedure which employs an orthogonally implemented transformation in order to transform a set of input observations derived from a set of variables which might be possibly correlated and convert them into another set of values which are linearly uncorrelated. These transformed variables are called the principal[18]. The number of these principal components thus obtained is usually less than or in worst case equal to a value which represents the smaller quantity out of the number of originally available variables or the number of original observations. These transformations are carried out in such a manner that the first obtained principal component gets the largest possible variance, i.e., the first principal component is responsible for the maximum amount of variability in the data. The remaining components have the feature that each succeeding component has in turn the maximum value of variance which is possible considering that it must be is orthogonal to its immediately preceding components. The Vectors thus obtained form a set which is inherently uncorrelated and forms a orthogonal basis set. [19].

C. Particle Swarm Optimization

A distributed solution for the purpose of solving complex problems is provided by the Swarm intelligence. PSO deploys the interactions occurring between the simple agents and the environment in which they are operating in order to solve complicated problems[20]. [20]. The technique involves several particles that keep a track of their own attributes, all of these particles are cumulatively contained by the Swarm. Every particle is defined by a set of attributes including, its current position which is provided by a n-dimensional vector and also its corresponding current velocity which is used to keep track of the direction and speed of the current motion of the particle [21].

![Fig 1: Particle Swarm Optimization Flowchart](image)

A current fitness value which is calculated after evaluating the specified fitness function using the particle’s current position is also one of the particle’s attributes. A population of particles that are in actuality set of random potential solutions is given to the system at the time of initialization. A randomized velocity is assigned to each particle. These particles are then allowed to traverse within the (hyper) space that represents the set of potential solutions. The specifications for the Coordinates for the particle which has achieved the best fitness using the specified fitness function so far are made in the hyperspace and are kept track of by the particle and also its best fitness is also accounted for. A leader particle is appointed on the basis of better solutions among the best solutions given by the particles. The local best and the global best positions of the particle are taken and as their function, the velocity of the particle changes(accelerates) at each step. A random term is then used to weight this acceleration.
The new velocity value and all the relevant components of the position vector of the particle are summed up to calculate the new position of the particle in the solution space. [22].

Figure 1 illustrates the standard PSO algorithm with the help of a flowchart. In this, each individual component of the current population is termed as a particle. In case of standard PSO, once the population has been initialized, the position and velocity assigned to each particle is modified in each subsequent iteration. This updation is based on the experience gained by the particle itself (pbest) and the experience considered as the best experience among all the particles (gbest) as shown in Fig 2. At the conclusion of each subsequent iteration, the updated performance from all the particles is then numerically evaluated by using a predefined cost or fitness function. It is possible for a particle which is representing a candidate solution to move towards the optimal position by continually updating the specified position assigned to it and also its velocity. Figure 2 illustrates the typical mathematical equation and the various factors that contribute towards updation of the particle’s velocity.

![Figure 2: The Particle velocity update equation](image)

### III. Experimental Setup and Results

The study has used comparative analysis of the application of reduced dimension simple kNN and reduced dimension optimized kNN to the three datasets. The experimental results have been shown in the form of data point plots. For the purpose of implementation of the PSO optimised kNN algorithm, we have used the following parameters:

- Value of $k$: 7
- Testing to Training ratio: 20:80
- PSO Iterations: 7
- Fitness Function used: Schaffer’s F6
- $C_1$ for PSO: 2.57
- $C_2$ for PSO: 2.57

The proposed methodology was applied on three datasets from the UCI repository.

- Breast Cancer Dataset
- Wine Quality Dataset
- Lower Back Pain Dataset

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy Without PSO</th>
<th>Accuracy with PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>Breast Cancer</td>
<td>91.61%</td>
<td>99.30%</td>
</tr>
<tr>
<td>Red Wine Quality</td>
<td>45.25%</td>
<td>94.01%</td>
</tr>
<tr>
<td>Spine Dataset</td>
<td>70.51%</td>
<td>94.87%</td>
</tr>
<tr>
<td>White Wine Quality</td>
<td>44.82%</td>
<td>98.45%</td>
</tr>
</tbody>
</table>

Table 1 shows the results obtained. It is clear that using PSO enhances the accuracy of the kNN operation significantly. This can be observed for all the datasets used. The subsequent figures visualize the results obtained graphically.

Figure 3 shows the result of using Simple kNN and PCA (for dimensionality reduction) on the wine quality data set.

![Figure 3: Simple kNN and PCA on Red Wine Quality data](image)

Figure 4 and 5 shows the improvement obtained by applying PSO Optimised kNN (5 and 7 iterations respectively) and PCA (for dimensionality reduction) on the red wine quality data set.

![Figure 4: PSO optimized kNN and PCA on Red Wine Quality data(5 Iterations)](image)

![Figure 5: PSO optimized kNN and PCA on Red Wine Quality data(7 Iterations)](image)
Figures 6 and 7 show the results of applying simple kNN with PCA and PSO optimized kNN with PCA on the white wine quality data set respectively.

Fig 6 : Simple kNN and PCA on White Wine Quality data

Fig 7 : PSO optimized kNN and PCA on White Wine Quality data

Figures 8 and 9 show the results of applying simple kNN with PCA and PSO optimized kNN with PCA on the Breast cancer data set respectively.

Fig 8 : Simple kNN and PCA on Breast Cancer data

Fig 9 : PSO optimized kNN and PCA on Breast Cancer data

Figures 10 and 11 show the results of applying simple kNN with PCA and PSO optimized kNN with PCA on the Lower Back Pain data set respectively.

Fig 10 : Simple kNN and PCA on Lower Back Pain data

Fig 11 : PSO optimized kNN and PCA on Lower Back Pain data

IV. CONCLUSION AND FUTURE SCOPE

The results of applying PCA for dimensionality reduction on the three datasets used and subsequent optimization of the classification algorithm by using the Particle Swarm Optimization has clearly indicated that meta-heuristic optimizers definitely contribute towards improving the efficiency and performance of the kNN classifier. The comparison of results obtained before and after applying the optimization algorithm, clearly show the enhanced classification performance and the better suitability of the information thus gained for decision making purposes. The methodology thus proposed needs to be evaluated further with other, larger data sets for its validation. Moreover, other nature inspired optimizers like Ant Colony Optimization, Cuckoo Search, Firefly Algorithm, Bee Colony Optimization, to name a few must be tried for the optimization of the underlying classifier to evaluate their comparative performances.
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