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Abstract: Digital technology is fast changing in the recent years and with this change, the number of data systems, sources, and formats has also increased exponentially. So the process of extracting data from these multiple source systems and transforming it to suit for various analytics processes is gaining importance at an alarming rate. In order to handle Big Data, the process of transformation is quite challenging, as data generation is a continuous process. In this paper, we extract data from various heterogeneous sources from the web and try to transform it into a form which is vastly used in data warehousing so that it caters to the analytical needs of the machine learning community.
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1. INTRODUCTION

Big data is data that comes from various heterogeneous sources and is generated in such a high pace that the traditional database systems fails to handle it. The data generated is voluminous, has great momentum and does not conform to our traditional database designs [1]. Characteristics of big data involve Volume, Variety, and Velocity, i.e. the three V’s [2]. Gartner [2] defined Big Data as “Big data is high volume-velocity-variety repositories of knowledge which necessitates worthwhile and progressive framework of mining knowledge in order to attain improved perception and making better decisions.” In order to tackle big data to generate knowledge, the data must be transformed into a form that is suitable for the analytics process.

Due to generation of huge amounts of data from multiple sources [3] which includes the Internet, social media, digital sensors, etc., it becomes imperative to integrate these data in order to fit into a data warehouse. Illustrating the case of Web pages which are basically strings of texts, data extraction or scraping the page can be performed by searching for presence of certain keywords. The scraping of the web pages has tremendous significance to Big Data [4]. Enhancing the data warehouses with current data from the web is a gaining importance with the increase in the number of internet users. Maintaining the quality of data in the data warehouse is crucial as most of the outcomes of research are dependent on the data stored in the data ware-house.

To ensure effective usage of data, the Resource Description Framework (RDF) [10] was developed by the World Wide Web Consortium (W3C) which accumulates data from various sources in numerous formats and transforms it to a common format. The essence of the idea behind this framework was to enable interchange of data even if their fundamental schemas are not the same. In order to meet the Big Data needs, Malik et. al [11] tried to transform the data in such a manner that the information loss is minimized. The core idea of this process is to maintain data and metadata such the relationship between them remains strong without increasing the complexity.

The “pay-as-you-go” approach [12] handles heterogeneous data by building a metrics-driven environment instead of the schema-first feature of conventional data integration approach. The approach provides a number of fundamental services in order to enhance the semantic relationships among the data in a repetitive manner [13]. The technique is quite a step-up over the prevailing data management systems as it takes into account the various constituents of a dataspace management system and utilize these measures to identify the various contexts, priorities and techniques of the data spaces [14][15]. However as there is much apprehension for these state-of-the-art systems by the user community, a number of challenges are still to be addressed.

The ETL process (Extract-Transform-Load) [6] provides a framework for integrating data from various sources and storing them into a data warehouse for further analysis. But due to the changing and complex nature of the generated data in the present scenario, the traditional ETL process becomes inefficient. To cope up with this, a large number of data warehousing projects like the Oracle Warehouse Builder (OWB) [7], IBM InfoSphere DataStage [8], Microsoft SQL Server Integration Services [9], etc. redesigned the traditional ETL framework for modeling the data ware-house. Also to tackle the 3 Vs of big data (volume, variety and velocity) the tradition-al ETL process has been urged to switch to ELT (Extract, Load and Transform) on Hadoop [16]. ELT on Hadoop grants quite a versatile framework for data processing. Though the ELT on Hadoop has been there for a while, it has not been widely adopted as change from conventional ETL tools to ELT on Hadoop is quite a huge adaptation.

ETL tools are expected to stay in the industry based on their adaptation to handle query execution concurrently [17]. Also its ability handle large amount of data makes it the foundation of data warehouse systems.
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One such example is Alooma [18] which is capable of acquiring, transforming and storing data from a huge number of transactions over a large range of data sources and streams. Such adaptations contribute to exciting new opportunities, especially in the domain of Machine Learning.

In this paper, we collect data from numerous heterogeneous sources from the web and try to transform them into one of the most dominant file formats of a data warehouse, viz, the CSV (comma separated value) form.

II. BACKGROUND

Although the term ETL depicts a simple three-step process, in reality the process includes a number of intermediate steps. As a result of the existence of considerable number of new technologies and the overlapping among the different stages, it faces a lot of challenges. The process may not succeed due to numerous reasons like omitted data values or omitted extracts. So it becomes important that the ETL process takes the necessary steps for optimizing such challenges.

A properly constructed ETL process assures accurate transformation of the data into the required configuration. Organizations have already started to upgrade to the latest technology by generating their own mechanism to extract and transform real time data. In this section, first we discuss the working of the basic ETL process followed by how this process has been adapted for the Big data environment.

A. The Extract, Transform, Load process

In a nutshell, the ETL can be described as a mechanism that comprises of the following steps:

- Extracting data from various sources.
- Transformation of the data according to the need.
- Loading the data to the respective warehouse.

Figure 1: The ETL process [29]

Extract: The first and the most important step of the ETL are extracting data accurately from the respective sources. There are several systems with various formats from which data are assembled in the data warehouses. Along with the traditional data source frameworks like relational databases [19], there exists a variety of other formats like Information Management System (IMS) [20], Virtual Storage Access Method (VSAM) [21] or Indexed Sequential Access Method (ISAM) [22], etc. At times when no medium for storing the data is needed, ETL can be implemented by extracting the streaming data and loading it directly to the destination database [23]. Thus, the main objective of the extraction step is to bring the data to a common format such that it is desirable for the next step.

Transform: The next step in the ETL process involves implementing a sequence of rules to the data extracted from the previous step in order to make the data appropriate for the end goal. In order to accommodate the various requirements of the database in focus, transformation of the data is required [24]. Some of the rules are elaborately given in [25] and [26] mainly focussing on decomposition mechanisms and declarative mechanisms respectively. The decomposition mechanism uses triple model to signify the numerous heterogeneous data standards while the declarative mechanism aims to utilize the meta-data for the same. Validating the data after performing these transformations is a very crucial step as this data is to be supplied to the next step depending on the schema [27].

Load: The final step of the ETL process is to load the data, generally into the data warehouse. The technique differs extensively based on the needs of the various organizations. Some data warehouses may replace previous data with aggregate data or may append new data in historized form [28]. The global quality of data from the ETL process is also dependent on the constraints described in the database schema. So any changes in the schema are to be handled appropriately in order to maintain the stability of the system. Also the way in which the system is to be recovered in case of a failure is an important aspect here.

B. ETL for Big Data

Various methods have been adapted and are still being adapted according to the growing need of the Big data environment. The form in which Big data arrives may be textual, multimedia, etc., which may be related or unrelated. Textual data forms a considerable part of the data generated by any organization, may it be structured or unstructured, like from e-mail, corporate documents, web pages, social media data, etc [30]. And, as this era has ventured into the world of internet technologies, multimedia big data has also come to the picture [31].

The data which arrives from all the above mentioned sources is very crucial in making real time predictions for various problems. Generally, the target of any organization is to transform the data so that it becomes consistent and can be appended with the existing data, can be transferred to other systems, or can be used to sum up information in the data [32]. Thus it is very important that supervision is taken on the data when it is being transformed so that it can cope up with the complexity of the data coming from all the distributed real time sources continuously.
In [11], an enhancement has been proposed in the XML and RDF to conquer these problems. In the process as shown in Figure 2, Big Data is converted to DTD of a XML document. After this, the DTD is converted to RDFS.

III. EXPERIMENTAL PROCEDURE

In this paper, we try to implement the ETL procedure in context of Big data. The idea exploited here is the Semantic Web technologies [33] which is the most used technique exploited for meaningful description of data from a number of heterogeneous sources. For this, we extract data from the web and then try to transform them into a structured dataset, more specifically into csv format. The basic steps of the mechanism include:

• First, we locate the data source. In this process we do so by locating the HTML source based on the title of the page.
• Then, we try to figure out the structure of the data and the appropriate transformations it requires. Here we do that by converting the page DOM (document object model) object [Figure 3]. We then identify the tables from the model.
• The final step includes the mappings needed to define how the respective fields are to be handled. Now from the tables identified in the above step, we parse it to find the row elements of the table. As the table is somewhat unstructured in the web page consisting of images, urls, line breaks, icons and many more, data cleaning is also done along with parsing of the DOM.

IV. RESULTS AND DISCUSSION

Here we transform a set of XML collections based on Wikipedia which are very relevant for a large variety of XML IR/Machine Learning tasks. The dataset we focus in this work is the wikipedia server [35]. Wikipedia is basically a multi-lingual online encyclopedia which is built on open collaboration through a wiki-based content editing system [35]. The files along with their URLs which we have taken for consideration are given in Table I.

Table I. The datasets used from Wikipedia server

<table>
<thead>
<tr>
<th>SL.No.</th>
<th>Title of the page</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.</td>
<td>List of states in India by past population [37]</td>
<td><a href="https://en.wikipedia.org/wiki/List_of_states_in_India_by_past_population">https://en.wikipedia.org/wiki/List_of_states_in_India_by_past_population</a></td>
</tr>
</tbody>
</table>

We have successfully transformed the tables available in the above pages as shown in Table I into CSV format. The snapshot of the format is as shown in Figure 5-7.
work can be done so as to do a comparative analysis on how this method can be made compatible the existing technologies of RDBMS.
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V. CONCLUSION

Transformation of data remains traditionally an unavoidable phase of the web data integration mechanism. As seen from Figure 5-7, we have successfully transformed the data from web pages into a cleansed, validated, and ready-to-use form as it is very important for the respective researchers for a data source that is credible.

Data warehouses stores data from various sources for analysis and research. Most of the organizational decisions are based on the data stored in the warehouses. So it is imperative that the data which are being stored in the warehouses are in such a form that can be utilized appropriately. The transformation of Big data, in this context should be such that so that complexity is minimized for faster processing.

In this work, we try to transform the data generated in the web into a form which is very simple and also very common in data warehouses. The data considered for this work is basically collections of XML based on Wikipedia which is a growing source of information in today’s world. In future,
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