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Abstract: In this paper, two techniques for construction of feedforward neural network are being reviewed: pruning neural network algorithms and constructive neural network algorithms. In pruning method, training starts with a larger than required network and subsequently delete the redundant hidden nodes and redundant weights till there is a satisfactory solution. In the constructive method, training of the network starts with minimum structure and then according to some predefined rule some more layers of neurons are added. A number of major issues are discussed that can be considered while constructing a constructive neural network i.e. how to select network architecture, network growing strategy, weight freezing, optimization technique, activation function and stoppage criteria
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I. INTRODUCTION

Neural network research has come a long way and it has established well in the field of modeling linear and nonlinear data. There is lot of demand of adaptive techniques for solving neural network problems. Neural networks are used in many different applications like function approximation, pattern recognition, image processing, speech recognition, classification and other modeling tasks [1]. Multilayer feedforward neural networks are the most suitable models for solving problems of nonlinear mapping [2]. Neural network training consists of parametric learning and structural learning [3]. Neural networks are used in many applications like extraction of knowledge, forecasting (bankruptcy, weather), healthcare (clinical diagnosis, image analysis), communication, robotics, data processing and compression, approximation of function. This network learns adaptively, performs real time operations and is fault tolerant. The multilayer feedforward neural network (FNNs) is widely used in many applications. The popularity of FNNs has been traced to the structure flexibility, capability of good approximation, and availability of large number of algorithms for training. The design of FNN for a given task comprises of many components / parameters, e.g. network architecture, activation function, learning algorithm and the other training parameters. The generalization performance of network and convergence time of network learning in FNNs depend on how its constituents are selected like architecture of network i.e. number of nodes in hidden layer and topology used for connections between nodes, activation function for each node and training parameters i.e. initial weights, learning rate etc.. The conventional FNN requires the architecture of network to be specified before the training starts [4]. In general, the designer of the network defines the network architecture by trial and error method [5]. While developing the neural network the number of elements needed for processing is not known in advance or found by trial and error method but are found while finding the solution of the problem. The generalization and training time of neural network are affected by the size of the network and the topology chosen for building the network. If the network architecture chosen is not appropriate, then the network can be underfitting the problem or overfitting the problem. The number of trainable parameters should be enough in number and should be able to capture from the training information the mapping function. For a given problem it is difficult to find the best network topology. A small network might not be able to learn the problem properly whereas a large network may overfit the data used for training resulting in poor generalization of the problem performance. From the desired output of the problem we can determine if the problem is a regression problem or classification problem. Regression problems involve approximation of continuous valued target function. It consists of discrete-continuous and continuous-continuous input-output mappings [6].

II. CONSTRUCTIVE NEURAL NETWORK

Nowadays, adaptive techniques are required for solving problems. In adaptive structure neural network the structure of the network is adapted while training the network according the problem [7]. The adaptive architecture algorithms are of two types: pruning neural network and constructive neural network. The pruning algorithm starts with network architecture which is larger than required and then the redundant nodes of hidden layer and weights are deleted. This process continues until we find a satisfactory solution [8]. In constructive neural network (CoNN) an opposite approach is followed in which network building starts with minimum architecture elements and then nodes in the hidden layer are added one at time. Advantages of constructive approach over pruning approach are, in constructive approach it is easy to build the initial network, it always finds a smaller network solution whereas, in pruning approach the starting size of the network is very difficult to decide. As there is no method available using which the network architecture can be decided, there is need for an algorithm which can find appropriate network architecture for the problem.

III. DESIGNING THE NETWORK

This section presents a framework for designing a constructive neural network for regression problems.
Fig 1: neural network with three input units, four hidden units and two output units.

There are six main decision issues involved in designing algorithm for problems that constructs FNN incrementally. The issues are:

- Minimal network architecture - How to select the minimum network architecture?
- Strategy for growing the network – How the new nodes are to be connected in the network?
- Weights freezing technique – While training the network do we need to train the whole network or only the node which is newly added?
- Optimization techniques – Out of the various optimization methods which optimization method can be used for adapting the weights?
- Activation function - From the various activation functions available it is to be decided which activation function can be used for nodes of hidden layer and for nodes of output layers.
- Training stoppage criteria - While training the network it is to be decided when to stop training the network.

The ability of generalization and time required for training a constructive neural network for regression problems depend on points discussed above. It adds hidden nodes one by one and trains them incrementally. All these points emphasize adaptation according to architecture and functions. The next section presents these points in detail [9].

A. Minimal Network Architecture

Depending on the given problem, the number of input nodes and the number of output nodes is decided. These numbers are not changed during the process of architectural adaptation. Various methods can be used like pruning or destructive method, constructive method, regularization and constructive-pruning hybrid method. For constructive method, let’s focus on Dynamic node Creation algorithm (DNC) or Cascade correlation algorithm (CCA) for selection of network architecture.

DNC and its variants start building the network with single hidden node or some hidden nodes in a single hidden layer FNN. It adds hidden nodes to the same layer.

CCA and its variants start the network with direct input-output connections without any hidden node. CCA adds only one node at a time to a different layer each time.

B. Strategy for Growing the Network

CoNN starts the network with a minimum architecture and then grows the network architecture while training the network according to the problem. CoNN find during training of the network, connection topology and number of nodes in the hidden layer. For single layer feedforward neural network the hidden node is added in single layer. For multilayer feedforward neural network the hidden node is added in different layers. In the cascade network architecture there is only one node in each hidden layer.

These two pre-specified network-growing strategies that construct SLFNN and cascade architecture are discussed below.

In Dynamic Node Creation (DNC) [10] algorithm construction of the network starts with a small network containing small number of nodes in hidden layer and then adding one hidden node at a time using backpropogation method till a solution of the problem is found [11]. All the connections between layers are feedforward. In the network, nodes in the input layer are connected to the nodes of hidden layer and nodes in the hidden layer are connected to the output layer [12].

In Cascade Correlation new hidden unit is first trained and then added one at a time starting with a small network. There are two steps in Cascade Correlation algorithm. First step consists of building the network with adding one hidden node at one time. Once the hidden node is added in the network it can’t be changed. In this new hidden unit are first trained and then added one at a time. Second step consists of creating the new node and installing the hidden node using learning algorithm [13].

C. Weight Freezing Technique

There are a number of ways in which the hidden node can be trained. The ways of training the network can be classified into four categories. The first, in this the whole network is trained after adding a new node in the hidden layer of the network. It is called no freezing method. The second, in this method only training of new hidden node weights is done and all other weights remain unchanged [14]. The third, in this method the weights of input connection of trained hidden node and output connection of trained hidden node are frozeed permanently. And training of input weights and output weights is done using one objective function simultaneously. The fourth, in this the newly added nodes are trained with higher learning rate and the earlier or older nodes of the hidden layer are trained with lower learning rate. DNC and its variants use the first approach; as a consequence, the resulting algorithm is computational expensive and has slower convergence. Although second approach is very computational efficient, it converges very quickly, and also helps to avoid the problem of moving-target.

CCA and the variants of CCA use two phase training. In the first phase, only the input weights which are connected to a current hidden node are trained. After inserting this node in the current network, these weights are frozen and then only the weights which are connected to the output nodes are trained again. The requirement of two stage training is necessary for an algorithm having two cost functions.
There is an additional feature of CCA in which several candidate nodes are trained in parallel and out of them the node whose performance is best is selected and added to the network currently being built. This additional feature is utilized in INCA. This feature is not utilized here for the sake of simplicity, as it is very expensive computationally.

Incremental node creation algorithm (INCA) the network building starts with one hidden node and training one node at a time incrementally. Two variants of INCA are cascade incremental node creation algorithm and flat incremental cascade node creation algorithm. In cascade INCA, each node is added in a new hidden layer. In flat INCA, each node is added to the same single hidden layer. In both the variants updating of input connection weights and output connection weights is done and keeping rest network freezed.

In the Cascade network algorithm using progressive RPROP algorithm (CasPer) [15] a very small step-size is used for the inputs of hidden nodes, instead of freezing entirely while the connections to the output nodes use a larger step-size in the second phase. This algorithm is constructed in the same way as the CasCor network. In CasPer algorithm building of network starts with one node in hidden layer and then one by one hidden node are added in the network. After adding a hidden node to network, the whole network is trained using RPROP (Resilient backpropogation) algorithm [16].

D. Optimization Technique

For adapting the weights of the network in CoNN any algorithm based on local optimization method can be used for fixed size FNN [17]. Neural network needs to be trained each time its architecture is modified whereas feedforward neural network with fixed size needs to be trained once only. There are various non-linear optimization methods like Newton method, Conjugate Gradient, Quasi-Newton (BFGS) method, Gauss-Newton method, Levenberg Marquardt method, Quickprop, RPROP method. The exact computational requirement depends on the method of optimization. For training a network with \( X_n \), weights using gradient descent method \( O(X_n) \) operations are required, using quasi-Newton method \( O(X_n^2) \) operations are required, using Levenberg Marquardt method \( O(X_n^3) \) operations are required, using Gauss-Newton method \( O(X_n^3) \) operations are required and using Newton method \( O(X_n^3) \) operations are required in each iteration [18, 19].

E. Activation Function

Activation function is used for calculating the output. It is selected to fulfill some specific requirements of the problem that are tried to solve. There can be linear or non-linear activation functions. Activation functions can be of following types: Ramp function, Identity function, Bipolar step function, Binary step function and Sigmoidal function like Binary or Bipolar sigmoidal function. Some of the activation functions are Hard Limit, Symmetrical Hard Limit, Linear, Saturating Linear, Symmetric Saturating Linear, Log-Sigmoid, Hyperbolic Tangent Sigmoid, Positive Linear and Competitive function. Mostly used activation function is logistic sigmoid function with a range of \([-1, 1]\).

\[
f(x) = \frac{1}{1 + e^{-x}}
\]

IV. CONCLUSION

Multilayer feedforward neural networks are the most powerful and widely used in many applications. Out of the two adaptive techniques constructive method is better than pruning method. The six major issues discussed above can be considered while constructing constructive neural networks.
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