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Abstract: -In videos, detecting text with multifaceted scenarios is 
perplexing. Texts in those videos have content full data facts that 
will be applied for various applications. Here, a system is proposed 
to enrich the text detection process from video. Here, a new 
method is implemented that detects Tamil text based on Gradient 
Vector Flow (GVF) and fuzzy c-means. First the video is split into 
number of frames. To circumvent temporal redundancy in each 
frame, a key frame is chosen and the frame where the text be 
located is identified to be the key frame. The dominant edge pixel 
is identified in that frame by the sobel edge map. Edge components 
are detected conforming towards the dominant pixel in sobel 
detector for constructing Text Candidates (TC).Clustering of a 
pixel is performed to detect text by using fuzzy c means clustering 
algorithm. Finally text is detected. 
 
Keywords : Gradient vector flow, Dominant pixel, Text candidate, 
Fuzzy C-means. 

I. INTRODUCTION 

Text entrenched in videos encompasseshuge number of 

valuablecontent that are applied to many real time 
applications. The semantic content present in the video is an 
important and useful information to be required for the 
processing of many real world applications [8,12,25].  
Caption text and Graphics text – these are the different kinds 
of text available while processing with the text present in the 
video.  
Scene texts are those texts that exist in the scenario of 
shooting the video. The scene text may be for example, the 
number present on the t-shirt of a football player, the name 
board of a shop, the license plate details of a vehicle. Scene 
text is also called graphics text. The Caption text is manually 
superimposed over the captured video to enhance the 
meaning of video/image. It is also called superimposed text. 
Plenty of methods exist for the purpose of extracting the 
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useful information present in images throughout the past 
decade. This technique includes methods that deal with the 
texture properties of the image [5], small components of text 
combined to create words of text  [11], edge identifying 
frameworks [12] and gradient based approaches [21]. 
Texture based methods extricate text regions along 
thecontextualcontent [13,16,26].  
The approaches in connected component employ the 
principle of connecting small set of components to form text 
candidate regions [17, 23]. The approaches employed in edge 
based apply the principle of finding the boundaries of the 
image [1, 15, and 24].  
The connected component method does not produce good 
results for images on multifarious backdrop of the image. The 
texture based methods works superior for multifaceted 
contextual content in videos compared to connected 
component approaches. The mixture of edge based method 
along with gradient feature based method performs better and 
becomes less apparent in processing of text detection of 
Tamil language for many reasons. The works in [22] and [28] 
primarily focuses on Multi-oriented text. In [20] a method 
based on laplacian was introduced to deal with the 
multi-oriented text. Our previous work on text detection is in 
[30, 31, 32, and 33]. As a result, a new-fangled way of 
methods is the need of the hour to detect Tamil text based on 
Gradient Vector Flow (GVF) and fuzzy c-means. This 
method will improve accuracy to detect Tamil text in videos. 

II. PROPOSED METHOD 

A new method is proposed that detects Tamil text based on 
Gradient Vector Flow (GVF) and fuzzy c-means. First the 
video is split into number of frames.  To circumvent temporal 
redundancy in each frame, a key frame is chosen and the 
frame where the text be located is identified to be the key 
frame. The dominant edge pixel is identified in that frame by 
the sobel edge map. Edge components are detected 
conforming towards the dominant pixel in sobel detector for 
constructing text Candidates (TC).Clustering of a pixel is 
performed to detect text by using fuzzy c means clustering 
algorithm. Finally text is detected. 
The Tamil language has different orientation comparable to 
English language. To tackle Tamil language text, we propose 
a novel method go detect dominant pixel by using GVF and  
Fuzzy C-means approach is employed for cluster formation 
on the pixels and thereafter the process of extracting useful 
text . 
1) Splitting of frames and key frame selection: 
The video which contains Tamil text is split into number of 
frames.  To circumvent temporal redundancy in each frame, a 
key frame is chosen and the frame where the text be located is 
identified to be the key frame.  
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Figure 1(a) shows the splitting of frames, the results of figure 
1 (a)  shows that the frame rate is considerably reduced which 
is the principal cause for the occurrence of temporal 
redundancy. 
The temporal redundancy is circumvented based on 
comparison between edges of two images that lie close to 
each other. The sobel edge detection is employed for the 
purpose of detecting the edge present is a frame. The frame 
similarity is checked between two frames. Similar frames 
contain the similarity ratio to be high whereas the dissimilar 
frames has the similarity ratio as low. The high indexed 
similarity ratio frames are stored. The low indexed similarity 
ratio frames are removed.. Figure 1(b) depicts the key frame. 
 

 
 

Figure 1(a) :Splitting of videos 
 

 
 

Figure 1(b) Key frame selection 
 

2) GVF Process 
 

The key frame is taken as an input to find centraldominant 
pixel. The Gradient Vector Flow (GVF) is given in equation 
(1) [19]. 
                                                                     

  (1) 

 
Where  gives the GVF vector field, gives the 
edgeplot of the input image. 
The key frame detected after the splitting of frames 
undergoes the sobel edge detection phase. Here, the 
prevailing pixels are discovered for the classifying text pixels 
against non-text pixels. Figure 2(a) illustrates  input image 
and Figure 2(b) illustrates prevailing pixels of input image. 
 

 
 

(a) input                          (b) dominant pixel 
 

Figure 2 (a)input frame (b)dominant pixel selection for 
the input frame. 

 
Figure 3(a) illustrates GVF for sobel edge and the arrows 
depict the gradient vector flow. In figure 3 (b), the center 
pixel exert a pull on four dark shaded arrows and is 
recognized as the prevailing pixel that contains the text. In 
figure 3(c), the center pixel exert a pull on only onedark 
shaded arrow and hence recognized as the pixel to be of 
non-text. 
 

 
 

Figure 3(a):  GVF for sobel edge 
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Figure 3(b): GVF arrows illustrating the  directions of text pixel 
 
 
 
 

 
 
                  
Figure 3(c) GVF arrows illustrating the directions of non-text 

pixel 
3) Text Candidates Formation 

The outcome of the process involving the identification of the 
pixels which are dominant is then followed by the Candidate 
Text formation. This method extracts edge components 
present in pixels that are dominant using the conventional 
Sobel detector. The possible pixels that are identified as 
edges becomes the possibility of text. Figure 4 shows the text 
candidate selection. The result of the process detects almost 
all Tamil text components except with very negligible false 
positives. Next by Sobel edge map, the text candidates 
extracted are used to restore the full text information. 

 

Figure 4: Text candidate selection 

4) Clustering of text candidates using different color layers. 

From the text candidate generated, the frame is grouped to 
identify text pixel from non text pixel. The grouping is 
performed with different color layers and gray scale 
components. The main aim of this step is to form a word by 
merging segments of character components and neighbor 
characters. The color informationpresentin text is diverse 

from those present in the background. There is also some 
false positive will remain in thisphase. To eliminate false 
positive skeletonization is done tocheck for false positive 
figure 6 shows the color layers without false positive. 

5) Skeletonization 

Figure 5 depicts the skeleton structure of frame. 

 

Figure 5:Skeleton structure of frame. 

 

Figure 6: Grouping of color components of text 

6) Text detection using fuzzy C-means clustering 

 Output from figure 6 gives separate color for text and its 
background. Fuzzy c-means clustering groups text region 
separately from non-text region. This allows one Square pixel   

to belong to two or more clusters [3, 7]. 

The function Qt , the cluster formation function using fuzzy 
c-means is given in equation (4). 

 ,    (4) 

Where, 

   is a number that is bigger than 1,  

 is membership degree, 

 is the  data,  

 is cluster center. 

Partitioning of fuzzy is shown in equation (5), first of all 
initialize  ,  then calculate the center at m steps by 
equation (6) and update 

 by equation (5) 
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 With updation of member   and the cluster centers by, 

(5) 

 

 

Where,   is 

(6) 

This above iteration will stop 

when  and is the     

termination point and it is between zero and one                   
and n is the number of iterated steps. The iteration procedure 
will stop when it come to minimal point of [3,7]. Finally 
text is detected by this fuzzy c-means algorithm, but still 
there is some false positives remaining.  

 
Figure 7: Text detected by fuzzy c-means 

III. EXPERIMENTAL RESULTS: 

The proposed system is tested and evaluated with our new 
dataset. Our dataset consists of videos taken from news 
videos, advertisement videos, TV shows videos and videos 
from google that contain the text information. The dataset 
contains 2500 videos. The proposed system was evaluated for 
Precision and recall. Table 1 gives the experimentation 
results. Our system produced 79% precision and 89% recall 
rate. 

Table 1 Experimental evaluation 
 
 Precision  Recall  

Our proposed 
method 

79% 89% 

Becker H 62% 67% 
Chen A 60% 60% 
Ashhida 55% 46% 
David H W 44% 46% 
Zhu Q  33%  40% 
Wolf 30% 44% 
J.Kim 22% 28% 
Todoran 19% 18% 

N.Ezaki 18% 36% 
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      (a )                                         (b) 

 

 

 
 

 
 

 
 

 
(a)                           (b) 

 
Figure 8(a) Original input (b) text detected output 

IV. CONCLUSION 

A new method to detect  text for Tamil language is proposed 
using Gradient Vector Flow (GVF) and fuzzy 
c-means.Dominant edge pixel is identified in that frame by 
the sobel edge map.Edge components are detected using 
sobel edge map. Clustering of a pixel is performed to detect 
text by using fuzzy c means clustering algorithm. Finally text 
is detected. 
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