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Abstract: Current image processing techniques for drivable road detection make use of lane markings. However, most roads lack lane markings which make such techniques obsolete. For such conditions, an image processing technique is required which identifies the boundaries of the road based on the color differences between the road and the surroundings. This paper proposes a flood fill road detection approach in which we first analyze a sample of the road and compute its RGB pixel distribution. The pixel range is used to detect the other road pixels in the image. Edge detection algorithms are then applied on the detected road to give road edge. It classifies the road on the basis of the visible differences between the road and its neighborhood. It allows for subtle color differences on the road surface, and unlike a color mask, due to the inherent growing nature of a flood fill algorithm, it does not detect neighborhood elements beyond the boundary having features similar to the road. This technique also manages to detect any obstructions on the road as opposed to other edge detection algorithms. We also propose methods to enable quick computation of otherwise expensive flood-fill algorithm. The method was tested on both marked and unmarked lanes and produced satisfying results for both images and videos.
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I. INTRODUCTION

Convolution neural networks have proven to be a reliable method for road edge detection in self-driving cars. CNN architectures like VGG-16 and AlexNet have been able to label roads with high accuracy in the past[2]. They rely on training with large datasets of labeled road data. However, so far, they only perform reliably on roads with well-defined lane markings. As of right now, sufficient datasets are available only for city roads with lane markings, such as the Kitti dataset, which makes CNN’s viable for road detection in cities. However, for unmarked country roads, there simply isn’t enough labeled data to train our CNN’s to work reliably on diverse terrain. This underlines the need for image processing techniques that can be universally used for both marked and unmarked lanes. Conventional image processing techniques such as canny and hough transform edge detectors again use lane markings and perform poorly on curved roads. This paper suggests a method that distinguishes the intrinsic visible differences between the road and its surroundings.

II. PROPOSED METHODOLOGY

The paper follows the following steps to detect the road surface and extract edge information-

A. Image Acquisition

Self-driving cars have multiple cameras that provide a continuous unobstructed feed of the road in front of the car. The drivable road is detected within these images which prompt the car to move accordingly. In this paper, we have set the resolution of the images to 350*200. The reduced resolution facilitates the quick flooding of the road pixels which is explained later.

B. Selection of Sample Space of image

We select a rectangular (or any other shape) sample of the road. This represents the distribution of the pixel intensities throughout the road. The placement of the sample must be such that throughout the video feed, no part of the surroundings should enter the sample. In our case, our rectangular sample was placed right in front of the hood. We selected a rectangular sample of size (125*75) located at the bottom of the image.

Fig 1. Selected sample space representing the pixel distribution of the road

C. Calculation of the mean and standard deviation

We calculate the mean() and standard deviation() of all the pixel values in the sample for each channel (R-G-B).

We then set the satisfying condition for road detection of pixels for each channel(R-G-B) as-

\[ \text{condition} = \frac{\mu}{\sigma} > 2 \]

where \( \mu \) is the mean and \( \sigma \) is the standard deviation of the pixel intensities of the sample.

The proposed algorithm implements a flood fill approach to find all the pixels of the image belonging to the road. We calculate the average and standard deviation of the pixel intensity of a sample of the road and label pixels of the image based on whether they satisfy the conditions. Since this is a color-based segmentation algorithm, it does not require lane markings and can work on any terrain as long as there is a visible difference between the road and its surroundings. It detects both straight and curvy roads accurately and does not detect the neighborhood having features similar to the road due to the inherent growing nature of the flood fill algorithm.
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C. Calculation of the mean and standard deviation

We calculate the mean() and standard deviation() of all the pixel values in the sample for each channel (R-G-B).

We then set the satisfying condition for road detection of pixels for each channel(R-G-B) as-

\[ \text{condition} = \frac{\mu}{\sigma} > 2 \]

where \( \mu \) is the mean and \( \sigma \) is the standard deviation of the pixel intensities of the sample.
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\[ \mu - \alpha \times \sigma \leq \text{Intensity(pixel)} \leq \mu + \alpha \times \sigma \]

Where,
- \( \mu \) is the mean of the sample’s pixel intensities,
- \( \sigma \) is the standard deviation of the pixel intensities in the sample, and
- \( \alpha \) is the standard deviation factor.

If the tested pixel’s intensity values for all three channels lie within this range, the algorithm labels that pixel as the road. \( \alpha \) is taken as 2.5 based on experimentation.

D. Flood-Fill Algorithm

It is a recursive algorithm that fills all the neighboring pixels of the seed point based on the given condition and then recursively performs the same operation with the neighboring pixels as seed points. The initial seed point lies inside the sample space.

```java
flood_fill(seed_x, seed_y)
{
    if(condition is true)
    {
        set_colour(seed_x, seed_y)
        flood_fill(seed_x + 1, seed_y)
        flood_fill(seed_x, seed_y + 1)
        flood_fill(seed_x, seed_y - 1)
        flood_fill(seed_x - 1, seed_y)
    }
}
```

The advantage of using this algorithm instead of a simple mask is that a mask would label all the pixels of the image that lie within the permissible intensity range as a drivable road. This means that even the neighborhood of the road might get labeled as a road which is unacceptable.

The flood fill algorithm, on the other hand, starts from the seed point and works outward recursively. As soon as the intensity condition fails along the boundary, the algorithm stops spreading in that direction. This contains the spread of drivable road pixels within the confines of the road and provides reliable results in all types of terrain.

E. Edge Detection

We then find the left and right boundaries of the drivable road. We can then fit a curve using a polyfit function or by using a canny and hough space edge detection algorithm.

In this paper, we first applied a lane mask to extract the entire road in the image. We then applied canny and hough transformation to get consistent road edges along the road. Other edge detection approaches like polyfit curve, bezier spline curve or Sobel edge detection algorithm can be used.

III. OPTIMISATION

A. Reduced resolution

Flood fill algorithm is a recursive algorithm that is slow in normal conditions as a large number of seed points are stored in the system stack which gets processed iteratively. To enable faster running time of the algorithm, we can reduce the resolution of the image. The algorithm does not depend on the minute details of the image and hence the details lost in the image by reducing resolution do not affect the accuracy. Reduced resolution means faster filling of the drivable road region.

B. Safety Nets

Sometimes in a video feed, an obstacle might enter the sample space and affect the mean and standard deviation values of the road sample. The sudden increase in standard deviation values would fill a large portion of unnecessary pixels as the sample space is no longer a true representation of pixel distribution of the road. To avoid this, we implement a safety net. A sharp increase in standard deviation values is assumed to be caused by an obstacle in the sample space. We store the previous mean and standard deviation values so that as soon as a sudden spike in standard deviation values is identified, we drop the new values and instead work with the old values until the sample space is uncontaminated again. This ensures the consistent working of the algorithm in all conditions.

IV. RESULTS

The above algorithm was tested on both images and videos and produced desirable results. The technique produces desirable results on a wide range of different images and videos. It does not require lane markings and works well on any terrain. It produces accurate results for both straight and curved lanes.

The growing nature of the flood fill algorithm prevents the detection of the neighborhood having similar features as roads. It can accommodate subtle color differences and noise in the road surface, unlike contour detection algorithms.
However it comes with certain drawbacks:

A. Flood fill uses recursion which requires a lot of processor computation. This leads to a slight delay in the detection of road edges. This is especially problematic in case of a video feed. The algorithm cannot cope with the high frame rate of the video and hence does not produce real-time results. This can, however, be solved using a dedicated GPU.

B. Due to the dynamic nature of driving, even through careful placement of the sample space, we can’t guarantee the absence of obstacles in the sample space. Also, once set, the sample space cannot be changed.

C. It performs poorly in low light conditions due to the absence of visible cues.

V. CONCLUSION

The lack of lane markings is a serious hurdle for autonomous cars that current methods fail to address. This paper has hence showcased an efficient technique that manages to detect road corridors for both marked and unmarked lanes. The sample proves to be a satisfactory representation of the pixel distribution of the road. The growing nature of the flood fill algorithm enables it to differentiate the visible differences without labeling the noise present in the surroundings. The technique also manages to detect obstacles on the road and performs detection in real-time for a video feed.

VI. FUTURE WORK

The flaws of the algorithm can be addressed through further study.

A. The recursive approach of the flood fill algorithm makes it computationally expensive and slow. We need another algorithm which performs the same function but with lower time complexity. Perhaps an iterative version of a flood fill algorithm which does not require recursion since recursive functions make heavy use of the system stack.

B. Furthermore, the static nature of the sample space makes it prone to contamination by an obstacle. Implementation of a smart dynamic sample space that automatically converges to a region that is surely part of the road.

C. Further image processing techniques like contrast enhancement or transformation to another color space to further emphasize the differences between the road and its surroundings.

D. A curve-fitting algorithm that accurately approximates the edges of the road. For Eg. a bezier spline curve can be used to fit the edges.

E. Perspective transformation and vanishing point estimation to better localize the region of interest. Vanishing point refers to the point on the image where the road edges are seen to converge.

F. Different Machine Learning Techniques can also be used to identify other objects and different patterns present in the driving scenarios. Google Colab can be used to accomplish such tasks. [18-19]
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