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Abstract: The purpose of this research is to do risk modeling after a sentiment analysis of Twitter posts based on a particular or certain sentiment with the help of the PRISM model. The model is named PRISM as the results obtained are an amalgamation of seven different attributes used in the research for comparison and tabulation of quantitative scores. These attributes are Accuracy, Precision, Recall, F1-Score, Support, Confusion Matrix, and Tweets. PRISM model can serve the law enforcement agencies in many ways and help them maintain peace, law and order in society as it is a proactive model.

The sub-modules which are part of the PRISM model help to give quantitative values to predict the risk level on the sentiment of interest. After analysis of obtained testing results, it is observed that Support Vector Machine gives better results in accuracy, precision, F1-Score, Support and Recall as compared to the other three classifier models i.e. Naive Bayes, Decision Tree, and K nearest neighbor. It is also observed that with an increase or decrease in data, regarding the number of tweets, the fluctuation in performance of SVM is most stable i.e. it shows the least deviation and variation. The other algorithms show a considerable deviation in their performance.
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I. INTRODUCTION

In this research, we analyze posts of several users or a particular user to check whether they can be a cause of concern to the society or not. [Ahlgren, 2016] Every sentiment like happy, sad, anger and other emotions are going to provide scaling of severity in the conclusion of the final table on which machine learning algorithm is applied. This scaling will be of polarity negative, positive or neutral where less negative means less harmful and higher the value on the scale means it’s more harmful. Positive words are given scales accordingly.

Based on the overall sentiment value generated from the final table, machine learning algorithms are applied for a comparative study between classifier models. Then risk modeling and analytics graph are created, which provide better visualization and help in making sound judgments. The purpose of the Crime Mitigation System is to find a possible suspicious activity and inform the concerned authorities to help them evade a possible crime from happening. This is done by risk modeling and risk identification. [Jagadish, 2014] The research work is based on storing, examining and analyzing the data being generated on Twitter in the form of tweets. Twitter embeds a large amount of data posted by individuals all over the world. Twitter also serves to carry out keyword searching which retrieves the tweets and all types of relevant data with respect to that keyword. By using this platform one can collect data related to his or her topic of interest and then perform an action on it. Using this real-time data the research analyses the data in terms of positivity and negativity which is being expressed in the Twitter tweets. These types of tweets give an understanding of the emotional quotient of the society related to the subject for which the data is collected. So performing analytics over this relevant data can help the higher authorities to understand the potential risk which may arise in the future. This may help to mitigate crime, prevent them from happening and take proactive action against it. Analyzing such datasets aims to decrease crime rates. Additionally, using machine learning, the study uses training and testing the classifier models such as Naive Bayes, Support Vector Machine, K-nearest neighbor and Decision Tree to predict the accuracy of the supervised data. [Gupta, 2017].

II. RESEARCH APPROACH

The research work is carried to develop a way where a huge amount of data is bought into the desired format for analysis and tested using different machine learning algorithms for Sentiment Analysis. The proposed methodology aims to aid and ease out the work of higher authorities in order to prevent critical incidents from taking place in society. In this research, a large amount of data is collected from Twitter and analyzed. That category of data which gives information about the emotional quotient of people on a particular subject is sieved out. It calculates how many false positive, false negative, true positive and true negative tweets are there in the data sets generated by the system. The dataset is picked up from yearly data (for 2 years i.e. 2017 and 2018) under monitoring from twitter under different timelines. It is put through experiments and testing which yield the results. These results give the law enforcement department the insight into the pulse of society related to the topic of interest. This enables and helps them to take proactive and preventive measures. Different machine learning algorithms (classification and clustering) work over the data to predict the accuracy of the results generated by the previous modules of the proposed methodology.
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III BLOCK DIAGRAM

Level 1
Retrieval data from Twitter
The data that is retrieved from Twitter is in raw format i.e. not processed. Processed data is free from expressions that occur regularly. So, initially, in order to access Twitter streaming API, we need to get four pieces of information from Twitter primarily: Access token, Access token secret, API secret, and API key. In this, we have used Python library called tweepy to connect to Twitter streaming API and download the real-time data.

Level 2
Processing the Raw data
After receiving the raw data from Twitter, it needs to be processed in order to achieve the desired result. Raw data is then cleaned with the help of regular expression (regex) that is by removing the URL, username and special characters. All these URL, username and special characters are replaced by space.

Level 3
Textblob and Classifier
Data fetched from Twitter is processed and cleaned and brought into the desired format. Further, the data is passed through the textblob to attain the sentiment value of the tweet. Later the supervised data is divided into test data and training data. The classifier model is trained with the help of a training set which in return carries out the prediction. [Sarma, 2018]

IV OBTAINING DATA FOR HAND ROLLED NAIVE BAYES CLASSIFIER

Here the tweets are manually searched from the Twitter and copied and pasted into two files. One for tweets about Naxal and other containing tweets that are not related to Naxal. For each class 150 tweets were collected and most of them contain the word Naxal or Naxalism. For each class, the 150 tweets were shuffled and partitioned into 100 tweets in the training set and the remaining 50 tweets into a test set.

Hand rolled Naive Bayes classifier:
For each tweet, we first replace all occurrences of punctuation marks which are followed by the space character with a single space character. Then we split on whitespace and reject all tokens with 4 characters and less. Later we train two classifiers: one for recognizing tweets about Naxal and others without Naxal.

\[
P( \text{token} | \text{class}) = \frac{ (xi + \alpha)}{(N + \alpha |V|)}
\]

where \(xi\) is the token count in the class, \(\alpha=1\), \(N\) is the sum of all token counts in the given class, and \(|V|\) is the size of the vocabulary in the entire training set (regardless of class). This is identical to the formula used for the Cross Validated question. The only difference is that it doesn't contain an additional +1 in the denominator.

To take care of tokens which are not present in the training set but are there in the test set, we default to using this probability:

\[
P(\text{unseen token} | \text{class}) = \frac{1}{(N+|V|)}
\]

When a tweet is passed, each classifier computes the sum of the log likelihood of every token in the tweet. We pass the tweet to both the classifiers and then compare the two log probabilities - the higher one wins and we conclude that the tweet belongs to that class.

V PROPOSED METHODOLOGY
The review of “PRISM (PREDICTING RISK IN SENTIMENT ANALYSIS USING MACHINE LEARNING)” is carried out to keep abreast with the latest technological advances in the field of information technology in general and involving machine learning methodology in particular. Study of sentiments on social platform and risk associated with sentiments and related concepts are covered in the initial stage.

- Summary of this activity with the importance of modeling is represented.
- Necessary information is gathered from various sources at the information gathering phase. Data gathered from papers and websites is duly acknowledged in the bibliography and references.
- The problem is defined and System Engineering is carried out. How the defined problem can be a challenge for research and development is conveyed and also Risk management Tabulation is done.

The proposed methodology is a model called PRISM (PREDICTING RISK IN SENTIMENT ANALYSIS USING MACHINE LEARNING) which helps to collect relevant data from Twitter based on the keyword search method on a particular topic. On this data, a
A dictionary of words that can define a sentiment of the tweet is stored. Textblob helps to calculate the value for the tweets which in return provides with sentiment values such as neutral, positive and negative with respect to the tweets. Further, multiple classifications and clustering machine learning algorithms that give quantitative analysis and comparison are run on this data. Based on the result of this quantitative analysis, the Confusion Matrix is developed. This effort will help to recognize the risk associated with the data that is being monitored and analyzed.

The confusion matrix is as follows on hand-rolled classifier:

- Predictive positive: a=67(TP), b=5(FN)
- Predictive negative: c=3(FP), d=65(TN)

Accuracy = 94.28%
Precision = 0.95
Recall = 0.93
F1-score = 0.95

VI RESULTS AND DISCUSSION

Table 1: Comparative Results Between The Algorithms

<table>
<thead>
<tr>
<th>Data size (TWEETS)</th>
<th>K-NN</th>
<th>Decision Tree</th>
<th>Support Vector Machine</th>
<th>Naive Bayes</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>72.4</td>
<td>78.2</td>
<td>92.3</td>
<td>90.6</td>
</tr>
<tr>
<td>50</td>
<td>69.6</td>
<td>77.5</td>
<td>89.9</td>
<td>88.4</td>
</tr>
<tr>
<td>80</td>
<td>67.4</td>
<td>76.4</td>
<td>91.4</td>
<td>86.2</td>
</tr>
<tr>
<td>120</td>
<td>68.3</td>
<td>77.9</td>
<td>90.2</td>
<td>85.1</td>
</tr>
<tr>
<td>150</td>
<td>71.3</td>
<td>74.2</td>
<td>93.2</td>
<td>89.2</td>
</tr>
</tbody>
</table>

Description: The raw tweets are processed and classified into training data and test data. The research has trained the classifier by providing it with the training data to prepare it for quantitative analysis. The following points can further be elaborated based on the comparative results in Table 1.

From the study and analytics of table 1, it is inferred that Support Vector Machine gives better results compared to the other three classifier models i.e. Naive Bayes, Decision Tree, and K Nearest Neighbor. Also, it is observed, as the data size increases, the accuracy levels of SVM also increase in comparison to the other models. The data set provided to all the classifiers is real-time data which has been monitored over a period of time according to time series analysis.

Time Series Analysis

Time series data are a collection of ordered observations that are recorded at a specific time, for instance, hours, days, months, or years.
Fig. 7: Time series analysis: This statistical graph is a collection of data monitored hourly, daily and on a weekly basis in the month of November 2017. (District Gadchiroli, Maharashtra).

Fig. 8: Time series analysis: This statistical graph is a collection of data monitored hourly, daily and on a weekly basis in the month of May 2017. (District Gadchiroli, Maharashtra).

Fig. 9: Bar graph
The above figure is a collection of data being represented in the bar chart format which lists down the number of tweets launched by the individuals on the topic Naxalism (District Gadchiroli, Maharashtra) in the month of December 2018.

Fig. 10: Bar graph
The above figure is a collection of data being represented in the bar chart format which lists down the number of tweets launched by the individuals on the topic Naxalism (District Gadchiroli, Maharashtra) in the month of June 2018.

Fig. 11: Bar graph
The above figure is a collection of data being represented in the bar chart format which lists down the number of tweets launched by the individuals on the topic Naxalism (District Gadchiroli, Maharashtra) in the month of January 2018.

Fig. 12: Bar graph
The above figure is a collection of data being represented in the bar chart format which lists down the number of tweets launched by the individuals on the topic Naxalism (District Gadchiroli, Maharashtra) in the month of November 2017.

Fig. 13: Bar graph
The above figure is a collection of data being represented in the bar chart format which lists down the number of tweets launched by the individuals on the topic Naxalism (District Gadchiroli, Maharashtra) in the month of May 2017.
Gadchiroli, Maharashtra) in the month of May 2017

VII COMPARISON OF CLASSIFIERS

Comparison of Precision, Recall, F1-score and Support values of Naive Bayes, K-NN, Support Vector Machine and Decision Tree.

<table>
<thead>
<tr>
<th>CLASSIFIERS</th>
<th>NAIVE</th>
<th>SVM</th>
<th>K-NN</th>
<th>DECISION TREE</th>
</tr>
</thead>
<tbody>
<tr>
<td>PRECISION</td>
<td>0.92</td>
<td>0.94</td>
<td>0.53</td>
<td>0.85</td>
</tr>
<tr>
<td>RECALL</td>
<td>0.91</td>
<td>0.93</td>
<td>0.73</td>
<td>0.80</td>
</tr>
<tr>
<td>F1-SCORE</td>
<td>0.90</td>
<td>0.93</td>
<td>0.61</td>
<td>0.78</td>
</tr>
<tr>
<td>SUPPORT</td>
<td>11</td>
<td>14</td>
<td>11</td>
<td>5</td>
</tr>
</tbody>
</table>

 VIII CONCLUSION

This research has focused on the comparison between various classification and clustering algorithms in sentiment analysis. The data used in this research has been collected from social media platform i.e. Twitter. It is monitored over a period of two years (2017 and 2018). Monitoring is based on Naxal activity in the Gadchiroli district in Maharashtra. An effort is made to find a pattern in increased activity on related sentiment on Twitter, as the date of incident comes closer. The data tested through machine learning algorithms is analyzed for a comparative study to compare the performances of different algorithms. Initially, we developed a hand rolled machine learning algorithm i.e. modified Hand Rolled Naive Bayes. In this algorithm, the data which was manually collected from Twitter and on which classification of features had been done is passed through the modified algorithm to predict the accuracy and also confusion matrix is derived. In confusion matrix, the parameters studied are true positive, true negative, false positive and false negative. Under standard metric evaluation, tabulation is also done for positive, true negative, false positive and false negative.
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