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Abstract: Typically, the results of digital resource object retrieval are made up of whole documents. The problem is that each document contains a large number of metadata units. These units are located in a single document describing different topics. Therefore, retrieving the entire document means retrieving all these units which may be mostly irrelevant to the user’s query. The Dirichlet smoothing model usually calculates the probability of having the query in each document and then displays the related documents based on the query. It is therefore best to retrieve the nearest and relevant metadata units for the query regardless of which document they belong to. To achieve this, a structured Dirichlet smoothing model is proposed in this paper that calculates the likelihood between the query and the metadata units instead of between the query and the whole document. The experiments which were conducted on the cultural heritage CHIC2013 collection have shown a statistically significant improvement over the traditional Dirichlet smoothing model.
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I. INTRODUCTION

Dirichlet smoothing (DS) model is a model that is used to re-estimate the zero probability for unseen terms by giving them small values derived from the probabilistic values of the seen terms. DS model consists of two parts namely: Query Likelihood Estimation Model (QLEM) and Dirichlet Prior (DP). QLEM is the basic approach for estimating documents using probabilistic language in which q_i is a query term in query Q and D is a document. Given that query terms are independent and employ a unigram language model, the probability of a query given a document p(Q|D) is calculated by applying the Bayesian theorem that is the product of query terms’ probabilities given a document. The probability estimates can be written as

\[ p(Q|D) = \prod_{i=1}^{n} p(q_i|D) \quad [1] \]

\[ p(q_i|D) = \frac{f_{q_i}.D}{|D|} \quad [2] \]

where, \( f_{q_i}.D \) : Number of occurrences of query term \( q_i \) in document \( D \)

\[ |D| : \text{Length of document } D \]

The DS model (Zhai, 2002) is given as

\[ p(q_i|D) = \frac{\beta^{|D|} \cdot D + \mu p(q_i|c)}{|D| + \mu} \quad [3] \]

According to Zhai (2002), the optimal prior value for \( \mu \) is 2000.

Eq. (3) finds the probability between the query and the document, and thus the model retrieves the documents related to the query. In DROs, when retrieving documents as results for a particular query, each document contains a large number of metadata units, and thus the user is required to re-search within each document. Here lies the problem when there are more than one alternative search spaces. In this case, Eq. (3) needs to be modified to handle more search spaces.

DROs do not only contain documents and collections, it also has levels that can be inside another level (Brocks et al., 2001; Hatano et al., 2002). Consequently, the unit of information to be returned to the users can vary (Mataoui et al., 2015). Furthermore, the smoothing models used such as Dirichlet smoothing model, may increase the number of returned information units (Smucker et al., 2005). In order to enhance the retrieval performance of DROs, the Dirichlet smoothing model has to take into account the document structure (Liu et al., 2008) as in the proposed structured Dirichlet smoothing (SDS) model presented in this paper.

The rest of the paper is organized as follows: Section 2 presents the related work. The proposed SDS model is described in Section 3. The experimental results and discussions are presented in Section 4. Finally, Section 5 concludes the paper.

II. RELATED WORK

Dirichlet smoothing makes smoothing dependent on the document size. They are more likely to require less smoothing. If multinomial distribution is used to represent a language model (LM), the conjugate prior of this distribution is the Dirichlet distribution (Zhai, 2002). As \( \mu \) gets smaller, the collection model also becomes smaller, and more emphasis is given to the relative term weighting. Zhai (2002) and Zhai and Lafferty (2004) have reported that the
optimal prior value for $\mu$ is around 2000. In He and Ounis (2005), Dirichlet smoothing is reformulated based on measuring the correlation of the normalized term frequency with the document length for a given query term. Zhai (2008) has shown that long documents are less impacted by $\mu$ and should be tuned, or the average document length is picked. Dirichlet smoothing language model is generally considered to be more effective than other smoothing-based language models, especially for short queries (Strohman et al., 2005). Furthermore, Azzopardi and Losada (2007) and Losada and Azzopardi (2008) have demonstrated that the Dirichlet smoothing tends to retrieve many short documents and few long documents. In a recent study by Tan (2015), a new smoothing parameter called $\alpha$ was suggested beside the $\mu$ smoothing parameter. The $\alpha$ smoothing parameter refers to the value from term similarity. It can integrate the term links inside the document. It is assumed to increase the document if the term from the query has a link with the term in term of similarity matrix. The experiment was conducted on CHIC2013 collection. The experiments results show that the proposed method has produced a significant improvement on the retrieval performance giving 0.525 and 0.48 for MAP and P@10 respectively. Along this line, Ogawa et al. (2016) proposed an extended Dirichlet smoothing model using a dynamic document set obtained from web pages as a dynamic collection. The proposed model combines together the static and dynamic document collections. However, the model adds further smoothing parameter called $V$ with a value of 80 for the language model built using the dynamic document collection. For static documents, the smoothing $\mu$ parameter was used with a value of 230.

According Zhai and Lafferty (2001), the query likelihood model has generalized to the divergence scoring method, by modeling the query separately. Among the many proposed approaches of the language model (LM), the most popular and fundamental one is the query-likelihood language model which was shown to be theoretically superior and this has been confirmed experimentally in Bruza and Song (2003), Mei et al. (2007), Lv and Zhai (2009) and Huiet et al. (2011). Cummins et al. (2015) proposed the Smoothed Polya Document language model which incorporates word burstiness only into the document model. It uses the Dirichlet compound multinomial to model documents in place of the standard multinomial distribution, and the proposed model uses the standard multinomial to model query generation. The experiments were conducted using the TREC datasets. The experimental results show that the query likelihood model with Dirichlet smoothing can be implemented as effectively as the traditional retrieval.

III. STRUCTURED DIRICHLET SMOOTHING

MODEL

The main target for the proposed SDS model is to addresses the whole document retrieval problem (Larsen et al., 2006). The problem is that each document contains a large number of metadata units. These units are contained in a single document containing different topics. Therefore, retrieving the entire document means retrieving all these units which may be mostly irrelevant to the user’s query. The DS model usually calculates the probability of having the query in each document and then displays the related documents to the user’s query. It is therefore best to retrieve the nearest and relevant metadata units for the query regardless of which document they belong to. To achieve this, the Dirichlet smoothing model needs to calculate the likelihood between the query and the metadata units instead of between the query and the whole document. Let the collection be denoted as $C$, document as $D$, metadata unit as $U$, and query as $Q$. Eq. (3) will be reformulated as

$$p(q_i|U) = \frac{f_{q_i}U + \mu p(q_i|D) + \mu p(q_i|c)}{|U| + \mu}$$

where,

- $U$ : Metadata unit
- $f_{q_i}U$ : Number of occurrences of the query term $q_i$ in metadata unit $U$
- $\mu$ : Smoothing parameter (equal to 2000)
- $|U|$ : Length of metadata unit

The principle work of the proposed equation is very similar to the principle of the original Eq. (3). However, the proposed equation gives the first priority to search the metadata units. If the probability of the query term given metadata, $p(q_i|U)$ is equal to 0 then the search goes to the documents, and if probability of the query term given document, $p(q_i|D)$ is equal to 0 then the search turns to the whole collection to find the probability of the query term in the collection, $p(q_i|c)$. This is done in order to avoid the possibility of zero probability in one of the constituent terms of the query which gives the probability of zero for the entire query although some query terms may have a non-zero probability.

It can be observed that the more the search space, the more likely the presence of the terms will be. Thus, this reduces the probability with zero value and increases the chance of finding unseen terms. In addition, it retrieves the related metadata units and grouped them together from all the documents to answer a user’s query. Note that the value of $\mu$ parameter in the SDS model is 2000 regardless of the length of the search areas and their contributions mass in the missing query terms.

IV. EXPERIMENT AND RESULTS

This research used CHIC2013 English collection. We choose this collection because it is the only available collection in digital resources with testing query based on documents and metadata unit. The collection provides 1107 documents and 17 testing queries regarding the metadata units. The model was evaluated over the 17 queries because no additional queries are available with their relevant metadata units in the CHIC2013 collection testing queries.
(1.8 terms per query, on average). The testing queries represent the relevance of each document and metadata unit for each query. For all of our experiments, we report the performance of each model using three standard measures: Mean Average Precision MAP, Precision at top 10 documents p@10 and precision recall curve (Manning, 2013). Two-tailed paired t-test was used to test whether the differences between performances of the models are statistically significant. Two benchmarks were used. The first is the basic language model with Dirichlet smoothing model (DS) as defined by (Lafferty & Zhai, 2001). The second benchmark is the extended Dirichlet smoothing with increased document size (EDS+) proposed by Tan (2015).

The results for the EDS, DS and EDS+ models are shown in Table 1 in terms of MAP and P@10 measure. From the table, we notice that the MAP for EDS model compared with the MAP for DS model gives an improvement of 8.10%, and the MAP for EDS model compared with the MAP for EDS+ model gives an improvement of 3.70%. Furthermore, it is necessary to highlight that the EDS model compared with DS model and EDS+ model achieves improvements of 8.10% and 4.50% respectively based on P@10. In addition, Figure 1 shows that the Precision-Recall curve for DS model and EDS model. Based on this figure, the precision of EDS model gains higher than DS model at different recall points, and it shows that the EDS model helps to improve the retrieval results.

Table 1. MAP and P@10 for DS, EDS+ and SDS model (* indicates the best performance)

<table>
<thead>
<tr>
<th>Model</th>
<th>MAP</th>
<th>P@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>DS</td>
<td>0.501</td>
<td>0.412</td>
</tr>
<tr>
<td>EDS+</td>
<td>0.545</td>
<td>0.48</td>
</tr>
<tr>
<td>SDS model</td>
<td>0.582*</td>
<td>0.525*</td>
</tr>
<tr>
<td>Improvement(SDS, DS)</td>
<td>8.100%</td>
<td>8.10%</td>
</tr>
<tr>
<td>Improvement(SDS, EDS+)</td>
<td>3.70%</td>
<td>4.50%</td>
</tr>
</tbody>
</table>

Fig. 1 Comparison of SDS with DS and EDS+ by using averaged 9-point precision recall curve

V. CONCLUSION

In this paper, a SDS model has been proposed to improve the DRO retrieval. The aim of the proposed SDS model is to addresses the whole document retrieval problem which affects negatively on the performance of DRO retrieval. The proposed SDS model improves the likelihood equation to calculate the likelihood between the query and the metadata units instead of between the query and the whole document. The SDS model is able to retrieve the metadata unit which leads to improvement of the performance of DRO retrieval. However, the Dirichlet smoothing model uses a fixed value of 2000 for the $\mu$ smoothing parameter. Furthermore, the $\mu$ parameter plays a strong role in finding the value of unseen terms as a contribution to avoid the zero-probability value. The fixed value of the $\mu$ parameter becomes inappropriate and needs to be automatically estimated for structured documents. Hence, for future work, the performance of DROs retrieval can be improved by enhancing $\mu$ parameter in the SDS model to avoid the zero-probability value which leads to a decrease in the DRO retrieval performance.
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