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Abstract: Automatic text summarization of a resource-poor language is a challenging task. Unsupervised extractive techniques are often preferred for such languages due to scarcity of resources. Latent Semantic Analysis (LSA) is an unsupervised technique which automatically identifies semantically important sentences from a text document. Two methods based on Latent Semantic Analysis have been evaluated on two datasets of a resource-poor language using Singular Value Decomposition (SVD) on different vector-space models. The performance of the methods is evaluated using ROUGE-L scores obtained by comparing the system generated summaries with human generated model summaries. Both the methods are found to be performing better for shorter documents than longer ones.
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I. INTRODUCTION

Text summarization is a process of generating a summary of a document by presenting the important concepts of the original document. Summaries save a considerable amount of time of the reader and help in deciding whether to read a full document or not. They are also useful for many systems like Search Engine, Question Answering, Sentiment Analysis, News Aggregator etc.

Considering the rapid increase in the amount of textual information on the Web, there is a growing need to produce summaries automatically through a computer. With the growing popularity of the Unicode standard in the World Wide Web, the textual contents of most of the non-English languages have also been increased on the web. Assamese is one such Indic language whose contents have been increased considerably in the last few years on the web. Especially the Assamese Wikipedia, online news portals, blogs, online magazines and social networking sites have contributed a lot in the increase of Assamese content on the web. But, like most other Indic languages, Assamese is a resource-poor language which lacks sufficient resources and tools required for advanced natural language processing tasks such as automatic summarization, machine translation etc. [1][2]. On the other hand, the rapid growth of Assamese content on the web and other digital platforms has necessitated the development of automatic text summarization system (ATS) for Assamese.

Text summarization systems can be classified into two categories- extractive and abstractive [3]. Extractive summarization methods work by identifying salient sections of the text and then extracting those sections to form the summary. Typically, it involves ranking the sentences of the original text based on some criteria and extracting the higher ranked sentences for the summary. On the other hand, abstractive summarization works by analyzing the original text using some advanced NLP techniques and generating novel sentences to present the important concepts of the text in shorter form. Although summaries produced by human are often abstractive in nature, it is difficult to produce pure abstractive summaries through computer as it involves correct semantic representation, co-reference resolution and natural language generation [4]. In case of resource-poor language like Assamese, most of the research work focus on extractive summarization. No significant work has been found on the literature on abstractive summarization of Assamese text. Kalita et al. [5] proposed an extractive summarization method based on sentence similarity measure using Assamese Wordnet.

In this paper, we present an unsupervised approach based on Latent Semantic Analysis (LSA) for extractive summarization of Assamese single-document text. We first perform the pre-processing steps on the input text by applying our own methods of stemming and lemmatization. Then we apply some existing techniques based on LSA on pre-processed Assamese text of various domains and analyze the performance of these techniques using ROUGE metrics.

To the best of our knowledge, this is the first attempt to summarize Assamese text using LSA.

II. METHODOLOGY

Our approach mainly consists of two stages, viz. pre-processing and processing. During pre-processing phase we perform sentence segmentation, stop-word removal, lemmatization of the verbs and stemming of all other words in the input text. For stemming and lemmatization we use a hybrid approach proposed by us which is based on n-gram similarity matching technique [6]. After pre-processing we apply Latent Semantic Analysis (LSA) method to the normalized text. LSA is an algebraic-statistical method for
extracting and representing the contextual meaning of words and similarity of sentences by statistical computations applied to an input text [7]. Gong and Liu [8] first published the idea of applying LSA to automatic text summarization. LSA uses Singular Value Decomposition (SVD), a mathematical matrix decomposition technique, for deriving the latent semantic structure from an input document. LSA method for summarization comprises three steps: creation of word-sentence matrix, applying SVD to the matrix, and selection of significant sentences.

A. Word-Sentence Matrix
To create the word-sentence matrix, we first remove the stop-words from the input document and then perform stemming and lemmatization. From the pre-processed input document, a matrix $M$ is created by taking the words (stems or lemma) along the rows and sentences along the columns. For a text with $m$ words and $n$ sentences where without loss of generality $m > n$, it can be represented by $M = [M_{ij}]_{m \times n}$. The cell $x_{ij}$ can be filled up with a value which represents the importance of the $i^{th}$ word in the $j^{th}$ sentence. Different vector space models can be used to fill up the cells[9]. We experiment with two such models described below:

(a) Binary feature model: This is a simple bag of words (BoW) model, where the presence of a word in a sentence is marked as a Boolean value. The cell value is filled with 1 if the word is present in the corresponding sentence and with 0 if it is absent.

(b) TF.IDF: The TF.IDF (Term Frequency-Inverse Document frequency) score of a word represents the importance of a word in a document. If the word is frequent in the document but less frequent in other documents, then it can be said that the importance of the word is high in that document. Since we are dealing with single-document text summarization, we slightly modify this concept and instead of IDF we use Inverse Sentence Frequency (ISF), calculated as follows:

$$ISF(w) = \log \frac{n_w}{N}$$

(1)

Where $n_w$ is the number of sentences in which $w$ occurs and $N$ is the total number of sentences in the document. The TF part remains same, which is calculated as follows

$$TF(w) = f(w,s)/n_s$$

(2)

Where $f(w,s)$ is the number of times $w$ appears in $s$ and $n_s$ is the total number of words in the sentence $s$. The value for each cell is obtained by multiplying the value obtained in equation (1) with that of equation (2).

B. Singular Value Decomposition
Singular Value Decomposition (SVD) is a matrix factorization method which decomposes a matrix into three other matrices. By applying SVD to our word-sentence matrix $M$, we decompose it into three matrices as follows:

$$M = U \Sigma V^T$$

(3)

where $U$ is an orthogonal matrix, $\Sigma$ is a diagonal matrix and $V$ is an orthogonal matrix. The columns of $U$ and $V$ are referred to as the left and right singular vectors, respectively, and the singular values of $M$ are defined as the diagonal elements of $\Sigma$.

The three matrices are obtained through the following steps.

- Find $MM^T$.
- Find the Eigen values and Eigenvectors of $MM^T$. The Eigenvectors of $MM^T$ forms $U$ after normalization.
- Find $M^TM$.
- Find the Eigen values and Eigenvectors of $M^TM$. The Eigenvectors of $M^TM$ forms $V$ after normalization.
- The square root of the non-zero and positive Eigen values of $MM^T$ or $M^TM$ sorted in descending order diagonally forms $\Sigma$.

This operation breaks down the original document into some linearly independent base vectors or concepts [10]. Thus the input matrix $M_{\text{raw}}$ gets decomposed into $U$ which represents the words $\times$ extracted concepts matrix $(m \times n)$; $\Sigma$ represents the diagonal descending matrix $(n \times n)$ with singular values; and $V$ is sentences $\times$ extracted concepts matrix $(n \times n)$. The significance of applying SVD is that it derives the hidden semantic structure from the document represented by matrix $M$ in terms of some concepts [11]. In fact, the concepts represented by the singular vectors are obtained from the salient and recurring word combination patterns in the document. The corresponding singular values in $\Sigma$ indicate the degree of importance of the concepts within the document. The topmost sentences that best represent the concepts can be selected for summarization.

C. Selection of Sentences
Sentences representing the important concepts can be chosen by analyzing the decomposed matrices. We here experiment with two methods for sentence selection as follows: one proposed by Steinberger et al. and another proposed by Ozsoy et al.

Method-1: Here we make use of the $V$ and $\Sigma$ matrices as proposed by Steinberger et al. in [12] for sentence selection. For each sentence vector in $V$, a score is calculated by computing the length of the sentence vector in n-dimensional concept space. The value of $n$ is given to the method as a parameter. Mathematically, if $v$ is the sentence vector in the concept space and $\sigma_i$ is the singular value of the $i^{th}$ concept, the score of a sentence is given by

$$S(k) = \sqrt{\sum_{t=1}^{n} v_{kt}^2 \sigma_t^2}$$

(4)

Basically, the score represents the extent to which the sentence explains a concept, weighted by the importance of that concept. The singular value represents the importance of a concept and it is used as a multiplication parameter to give more emphasis on the most important concepts. Thus the sentences are ranked based on the scores computed from the equation (4) and depending upon the compression percentage, some highly scored sentences are selected for the summary. In the resultant summary, the selected sentences are ordered as they appear in the original document to maintain the coherence.
Method-2: Here, input matrix creation and SVD steps are performed in the same way as described in section II(A) and II(B) respectively, but sentence selection process is executed differently as proposed by Ozsoy et al [13]. Before executing the sentence selection process, a pre-processing step is performed on the rows of $V^T$ matrix. The average score of each row in the $V^T$ matrix is calculated and the cell values are set to zero if they are equal to or less than the average score. This is done in order to remove the overall effect of the sentences that are somehow associated with the concept, but not so significant for that concept [14].

III. SUMMARY EVALUATION

We have used two different datasets in Assamese for evaluating the summarization methods. The first dataset (Dataset A) contains 60 news documents collected from Assamese online news sites. The second dataset (Dataset B) contains 60 articles from different areas collected from Assamese e-magazines. Dataset B contains longer articles than Dataset A. Each document in Dataset A consists of 25-40 sentences, whereas each document in Dataset B consists of 70-100 sentences.

System generated summaries are usually evaluated by comparing against model summaries produced by human. A number of metrics exist in the literature for evaluating automatic summarizers [15]. ROUGE (Recall Oriented Understudy of Gisting Evaluation) is one of the popular methods for evaluating summarizers [16]. We use ROUGE-L metrics to compare our automatic summaries with model summaries. ROUGE-L is based on the idea of longest common subsequence (LCS) of two summaries [17]. If $S$ and $M$ are candidate and model summaries of lengths $x$ and $y$ respectively, then LCS-based $F$-measure score is calculated as follows:

\[
P = \frac{\text{LCS}(S,M)}{x}
\]

\[
R = \frac{\text{LCS}(S,M)}{y}
\]

\[
F = \frac{(1+\beta^2)NP}{R+\beta^2P}
\]

where, LCS(S,M) is the longest common subsequence of $S$ and $M$, and $\beta=P/R$. Equation (7) gives the ROUGE-L score of the two summaries.

Two individuals having knowledge of the Assamese language were assigned the job of generating the model summaries for the documents in both the datasets Dataset A and Dataset B. The summaries for the same documents were generated by the system using our proposed techniques. The length of the summary is fixed to be 30% of the original document. The model summaries are also generated at the same compression rate. After that, ROUGE-L scores are calculated for each pair of candidate summaries and model summaries.

IV. RESULTS AND DISCUSSION

Fig 1 shows an example of two automatic summaries generated using the two proposed methods on the same input document. In this example we applied the binary feature model for the word-sentence matrix creation. Fig 2 shows the example summaries of the same document generated using the same methods but considering the TF-IDF values while creating the word-sentence matrix.

Table 1 and Table 2 shows the average ROUGE-L scores for all the documents in datasets Dataset A and Dataset B respectively.
Table I: Average ROUGE-L Scores for Dataset A

<table>
<thead>
<tr>
<th>Summarization Method</th>
<th>Method 1</th>
<th>Method 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix Creation Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binary</td>
<td>0.74822</td>
<td>0.75187</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.69202</td>
<td>0.74887</td>
</tr>
</tbody>
</table>

Table II: Average ROUGE-L Scores for Dataset B

<table>
<thead>
<tr>
<th>Summarization Method</th>
<th>Method 1</th>
<th>Method 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix Creation Model</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Binary</td>
<td>0.56386</td>
<td>0.57948</td>
</tr>
<tr>
<td>TF.IDF</td>
<td>0.48146</td>
<td>0.57148</td>
</tr>
</tbody>
</table>

From the ROUGE-L results it is observed that method 2 produced better results than method 1 for both the datasets. The binary model for input matrix creation also produced better results than the TF.IDF model for both the datasets. However, method 2 is not much affected by the matrix creation model. The poor performance of TF.IDF model can be explained by the fact that sometimes significant words indicative of a concept occur frequently in the document resulting in low IDF (or ISF) value. On the other hand some non-significant words may occur very infrequently along the document and thereby increasing the ISF value.

It is also observed that ROUGE-L scores for Dataset A are significantly higher than those of Dataset B. This can be attributed to the fact that Dataset A contains shorter documents than Dataset B and the number of options for the human summary generator will also be less. Hence, the difference between the system generated summaries and model summaries will not be very high.

V. CONCLUSION

In this paper we have presented two methods based on Latent Semantic Analysis for single document extractive summarization. We have evaluated the methods using two different datasets that are in Assamese. The comparison of these methods was done by using ROUGE-L F measure scores. We have observed that binary feature model of word-sentence matrix creation technique performs better than the TF.IDF model. We have also observed that method 2 which is based on the sentence selection techniques proposed by Ozsoy et al. gives better results in our datasets than the method 1 based on the sentence selection techniques proposed by Steinberger et al. One limitation of LSA is that its performance decreases for documents with large number of sentences. But, still we have seen that the results are satisfactory for a resource-poor language like Assamese. Since LSA does not involve much linguistic work except in the pre-processing phase, it can be conveniently applied to extractive text summarization of other resource-poor languages.
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