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Abstract: Anomaly Detection is very important in present scenario with huge availability of data and enormous difficulty in extraction of meaningful information out of it. In this paper we present an approach for video anomaly detection based on trajectory features and spatio – temporal features. Clustering of spatio – temporal features and trajectory features are performed in Wasserstein metric space and cluster distance and span in Wasserstein metric space is exploited to perform anomaly detection. The Performance of the Anomaly detection with Wasserstein distance based K – means and Wasserstein distance based DBSCAN clustering of the 3D wavelet features and trajectory features was studied. The method is robust and suffers from fewer false alarms.
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I. INTRODUCTION

The anomaly detection is essential in Video Surveillance, Remote Sensing, Medical Diagnosis and Treatment, Eco system monitoring, Driver Assistance systems, Cyber-Intrusion Detection, Medical Anomaly Detection, Machinery fault Detection, Forest and crop monitoring, Drought and flood monitoring, Land slide and Earth quake detection. Video Anomaly detection is often approached as trajectory anomaly detection. The trajectory anomaly detection is performed by extraction of the trajectories of the moving objects in the video and clustering of the trajectories [1]. The features normally used for trajectory clustering include trajectory curvature, motion histogram etc. The largest cluster with most members is considered to be of normal and any trajectory outside of the cluster is detected to be an anomaly. K – Means clustering is a popular clustering method when the number of clusters is known. The other clustering strategies include sequential clustering, hierarchical clustering [3], spectral clustering [2], mean shift clustering, Kernel Density Estimation (KDE) clustering etc. The disadvantage with trajectory based detection strategy is that the trajectory detection is not always possible. The K – means algorithm is preferred for trajectory clustering when the number of clusters can be estimated, whereas algorithms like spectral clustering, hierarchical clustering, mixture model, mean shift, SVM, and kernel density estimation are preferred otherwise.

Apart from trajectory based anomaly detection, spatio –temporal feature based anomaly detection is also quite popular either at pixel level or at patches level. Zhong et al. [4] proposed representation of video motion with the help of spatiotemporal gradients of pixels and spectral clustering of the gradients for anomaly detection. Boiman and Irani [5] proposed clustering of spatio-temporal patches and event modeling with cluster representation, with largest cluster representing normality and other clusters deviated from it representing abnormality.

Event based video anomaly detection is another class of anomaly detection, performed at higher level based on event clustering. Hamid et al. [6] proposed representation of activities as bags of event n-grams, and analyzing the global structural information of activities using local event statistics. Wang et al. [7] represented video events as distributions over low-level visual features on a pixel basis and used hierarchical Bayesian models for event clustering. By considering temporal context, an anomalous video event may include behaviors at multiple times, i.e., having an arbitrary length of time. Many of the existing works fail to provide any modeling of such contextual information.

The Wasserstein distance is an optimal metric for distance measures [8, 10], the practice of which is strongly supported by optimal transport problem. In this paper we propose Wasserstein distance based trajectory feature clustering and spatio – temporal features clustering for anomaly detection.

The Section 2 discusses about the Wasserstein clustering based anomaly detection. Section 3 and the Section 4 explain about Wasserstein distance based K – means clustering and Wasserstein distance based DBSCAN clustering respectively. The Section 5 gives the list of anomaly measures used, while the Section 6 and the Section 7 elaborate on the experimental results and conclusion respectively.

II. WASSERSTEIN CLUSTERING BASED ANOMALY DETECTION

A. System Methodology

The Proposed system architecture for Anomaly detection is given in the Fig. 1. The features used for the anomaly detection system are spatio temporal 3D Wavelet features for video anomaly detection and trajectory FFT features for trajectory anomaly detection. The features are extracted from the reference data set using feature extraction system. Then the features are clustered using the proposed Wasserstein distance based K – Means / BSCAN clustering.
These reference clusters and their Wasserstein Barycenters are stored in a database.

Fig. 1. Anomaly Detection System Methodology

The same set of features is extracted from the test data set using feature extraction system. Then the features are clustered using Wasserstein distance based K – Means / DBSCAN clustering. These test and reference clusters and their Wasserstein Barycenters are given to the anomaly detection system which calculates the anomaly score point. K – Means clustering is preferred when the number of classes in the training data is known in prior and DBSCAN clustering is preferred when the number of classes in the training data is not known in prior. The features needed for Wasserstein distance based anomaly detection include set valued feature vectors based on 3D wavelet and FFT features. The anomaly detection can exploit only the spatial features if the video environment is static in nature. The extraction of spatio - temporal features is necessary when the environment is dynamic. In spatial feature extraction, 2D Wavelet and FFT features are extracted from spatial grid points and in spatio – temporal grid points as given in Fig. 2.

Fig. 2. Spatial and Spatio temporal grid points

B. Wasserstein Distance

For comparing set-valued data like Histogram, Fourier coefficients and Wavelet co-efficient, Euclidean distance and Manhattan distance do not suffice. In such cases Wasserstein Distance is the best criteria. The Wasserstein distance between the two probability distributions given in the Fig. 3, can be explained as the cost of turning Distribution A to Distribution B. To Change Distribution (sand heap) A to Distribution (sand heap) B some portion from the peak of the Distribution (sand heap) A should be moved to the left and right corner of it. Wasserstein distance between two distributions is the cost of turning one distribution into another. Wasserstein distance (or Earth Movers distance) [12, 13] can be defined as the amount of Points (Sand Particles) moved multiplied by the distance they are moved. The points (Sand Particles) should be moved in the optimum possible way.

\[ W_d(p,q) = \left( \inf_{\pi} \sum_{i=1}^{m} \sum_{j=1}^{n} F_{ij} d(x_i,y_j)^p \right)^{\frac{1}{p}} \]

\[ \sum_{j} f_{ij} \leq \sum_{i} p_{i}, \sum_{j} q_{j} \leq Q_{j}, \]

\[ \sum_{ij} f_{ij} = \min(\sum_{i} p_{i}, \sum_{j} q_{j}), f_{ij} \geq 0 \]

where \( P \) and \( Q \) are probability distributions, \( F_{ij} \) is the probability that a point in \( i^{th} \) bin has fallen on \( j^{th} \) bin or the number of points that have to be moved from bin ‘i’ to bin ‘j’ and \( d(x,y) \) the distance between \( i^{th} \) bin from which the point has to be moved and \( j^{th} \) bin to which the point has to be moved.

This problem can be solved by solving Linear Programming transportation problem.

III. WASSERSTEIN DISTANCE BASED K – MEANS CLUSTERING

Proposed Wasserstein Distance based K – Means clustering is similar to K – means clustering and differs only in the fact that data is clustered into K clusters such that sum of mean of the square of the Wasserstein distance of points to the centers of all the clusters is minimum. Whereas, in K – means clustering, data is clustered into K clusters such that sum of mean of the square of the Euclidean distance of points to the centers of all the clusters is minimum.

In other words, in K – means clustering the points are clustered into K clusters in such a way that each point is associated to the closest centroid in Euclidean space where as, in Wasserstein Distance based K – means clustering the points are clustered into K clusters in such a way that each point is associated to the closest centroid in Wasserstein metric space. Wasserstein Barycenter of the cluster points is chosen as the centroid of the cluster in Wasserstein metric space. The flow chart for the Proposed Wasserstein Distance based K – Means clustering is shown in the Fig. 4.
IV. WASSERSTEIN DISTANCE BASED DBSCAN CLUSTERING

DBSCAN clustering is density based clustering where the points are clustered in such a way that a minimum density of points is maintained throughout the region within the cluster with density being the number of points per unit radius. A point is included to a cluster only when the number of points within the preselected Euclidean or Manhattan distance from the point is greater than a minimum threshold.

The proposed Wasserstein Distance based DBSCAN clustering clusters the data such that each point would have minimum number of w - Wasserstein neighbors. w - Wasserstein neighbors of a given point are the points that are at Wasserstein distance of less than ‘w’ from the given point. The border points will have fewer neighbors compared to points inside the cluster. The flow chart for the Proposed Wasserstein Distance based K – Means clustering is shown in the Fig. 5.

V. ANOMALY SCORE POINT CALCULATION

The first step is embedding the features in an appropriate metric space with a distance measure between the features. The next step is measuring anomaly based on the distance between the reference feature set and the test feature set. The anomaly is detected based on the location and the span of the test feature clusters with respect to the location and the span of the reference feature clusters. We propose the following Anomaly Score Points on Wasserstein metric space.

A. Log Density Ratio

The Log Density Ratio based Anomaly Score Point is a distance measure based on entropy estimators. The log density ratio score is the measure of distance between the reference cluster R and test cluster T and can be given by

\( \text{(3)} \)
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\[
Score(T) = I(B; R) - I(B; T)
\]

(3)

Where \(I(B; R)\) is the exclusive information in Reference cluster with respect to Reference Wasserstein Barycenter, \(I(B; T)\) the exclusive information in Test cluster with respect to Reference Wasserstein Barycenter and \(B\) the Wasserstein Barycenter of reference cluster. Information in a cluster \(R\) with respect to barycenter \(B\), \(I(B; R)\) can be given by (4).

\[
I(B; R) = c + d \sum_{i \in R} w_i \log D(B_i; B)
\]

(4)

Where \(D(B_i; B)\) is the Wasserstein distance between \(i\)th feature in the cluster and \(B\), \(B_i\) the \(i\)th feature in the cluster and \(B\) the considered reference Wasserstein barycenter.

B. Symmetrized Kullback – Leibler Divergence

The Symmetrized Kullback – Leibler Divergence based Anomaly Score Point can be given by (5).

\[
Score(T) = \frac{2H(R,T) - H(R) - H(T)}{2}
\]

(5)

where \(H(R,T)\) is the cross entropy between the reference cluster and test cluster and \(H(R)\) and \(H(T)\) the auto entropy of the reference and test clusters. The \(H(R,T)\) the cross entropy between \(R\) and \(T\) can be given by (6).

\[
H(R, T) = c + d \sum_{R \cap T} \frac{w_i}{1-w_i} \log D(R_i, T_i)
\]

(6)

The \(H(R)\) the auto entropy of \(R\) can be given by (7).

\[
H(R) = c + d \sum_{R \cap \bar{R}} \frac{w_i}{1-w_i} \log D(R_i, B_i)
\]

(7)

where \(c\) and \(d\) are constants.

C. Mean Square Wasserstein Distance

The Mean Square Wasserstein Distance based Anomaly Score Point can be defined as the difference between the mean square Wasserstein distance of the reference cluster from the reference Wasserstein barycenter and mean square Wasserstein distance of the test cluster from the reference Wasserstein barycenter and is given by (8).

\[
Score(T) = D(B; R) - D(B; T)
\]

(8)

Where.

\[
D(A; B) = \sum_{i=1}^{n} w_i W_{2}^2(A_i, B_i)
\]

(9)

Where \(w_i\) are the weights for weighted mean operation, \(W_{2}^2(A_i, B_i)\) is the square of the 2 - Wasserstein distance between \(i\)th feature in the cluster and its barycenter, \(B_i\) the \(i\)th feature in the cluster and \(A\) its Wasserstein barycenter.

D. Modified Weighted mean Variance Distance

The Modified Weighted mean Variance Distance based Anomaly Score Point can be given by the sum of the difference between the mean square Wasserstein distance of the reference cluster from the reference Wasserstein barycenter and mean square Wasserstein distance of the test cluster from the test Wasserstein barycenter and the difference between the reference barycenter and the test barycenter as given in (9).

\[
Score(T) = D(B; R) - D(B; T) + W_{R} - W_{T}
\]

(10)

Where.

\[
D(A; B) = \sum_{i=1}^{n} w_i W_{2}^2(A_i, B_i)
\]

(11)

Where \(w_i\) are the weights for weighted mean operation, \(W_{2}^2(A_i, B_i)\) is the square of the 2 - Wasserstein distance between \(i\)th feature in the cluster and its barycenter, \(B_i\) the \(i\)th feature in the cluster and \(A\) its Wasserstein barycenter. \(W_{R}\) is the reference cluster barycenter and \(W_{T}\) the test cluster barycenter.

E. Nearest Neighborhood distance

The Anomaly Score Point of the test feature is the Wasserstein distance to the closest feature in the reference cluster. It is given by (10).

\[
Score(T) = \min_{i} W(T_i, B_i)
\]

(12)

VI. EXPERIMENTAL RESULTS AND DISCUSSION

Our proposed method is implemented using MATLAB 2014b. The method is tested in an Intel core i5 750 PC machine with a image sequence extracted from PETS 2009 and a UCSD dataset. For the construction of feature vectors, we partition the video frames into blocks of 15 frames each. 3D Wavelet features are extracted from the blocks for both training and test datasets.

The 3D wavelet features are clustered in the Wasserstein metric space with the help of proposed Wasserstein distance based K means / DBSCAN clustering algorithms for both training and test data sets. The anomaly score point is calculated based on comparison of cluster span and position of clusters of the training and test dataset.

In UCSD dataset the abnormal movements of a speeding motorcyclist, skatist, wheel chair, person walking on grass lane in the road are detected. The Fig. 6.a. shows the anomaly score for the abnormal movement of a speeding motorcyclist in the road. The Fig. 6.b. shows sample frames of the detected anomaly in the UCSD dataset. The Fig. 6.c. shows the anomaly score for the abnormal movement of a person skating speedily in the road whereas the Fig. 6.d. shows sample frames of the detected skating anomaly in the UCSD dataset.

The proposed method is tested for trajectory dataset. For the construction of feature vectors, we took DFT on the trajectory data. The DFT features are clustered in the Wasserstein metric space with the help of proposed Wasserstein distance based K means / DBSCAN clustering algorithms for both training and test data sets. The anomaly score point is calculated based on comparison of cluster span and position of clusters of the training and test dataset. In trajectory dataset the abnormal movement of the vehicles in the road is detected. Fig. 6e shows the clustering of normal trajectories in the Wasserstein metric space and Fig. 6f show the anomaly detection result for the trajectories, with red colour trajectories being the anomalous trajectories.
Table- I: Anomaly Detection Results for UCSD for Pedestrian Dataset

<table>
<thead>
<tr>
<th>Type of Anomaly</th>
<th>Number of Frames</th>
<th>Detection Rate</th>
<th>False Alarm Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skating</td>
<td>982</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Bi-cyclist</td>
<td>2435</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Wheel Chair</td>
<td>335</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Car / Truck</td>
<td>430</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Cart</td>
<td>130</td>
<td>100</td>
<td>0</td>
</tr>
<tr>
<td>Waking on grass lane</td>
<td>170</td>
<td>100</td>
<td>0</td>
</tr>
</tbody>
</table>

Fig. 6. a. Anomaly Score point value for speeding cyclist
b. Speeding cyclist travelling in the road
c. Anomaly Score point value for skatist
d. Skatist travelling in the road
e. Wasserstein distance based trajectory clustering
f. Wasserstein Clustering based trajectory anomaly detection.

The performance of the Anomaly detection Algorithm for UCSD pedestrian dataset is summarized in the Table I. The performance of Wasserstein clustering based anomaly detection is compared with Euclidean Clustering based anomaly detection and is found to be superior in terms of accuracy percentage. With Euclidean Clustering based anomaly detection the accuracy was about 82%.
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VII. CONCLUSION

In this work clustering in Wasserstein metric space was explored. The application of the same was extended to Video Anomaly detection. The performance of Wasserstein distance based K – means clustering and DB – SCAN clustering was evaluated for anomaly detection in UCSD and PETS pedestrian dataset and trajectory dataset. Trajectory anomaly detection was also evaluated for trajectory dataset. Wasserstein clustering is found to be effective compared to Euclidean distance and Manhattan distance based clustering for set-valued features.
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