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Abstract: Data mining is used for finding patterns from large amount of data which is in raw format. These patterns are then analyzed to gain useful information from them. There are many branches of data mining, one of the most interesting branch is frequent item-set mining (FIM). FIM deals with finding items that are frequently brought together by customers. Like for example, if a customer purchases a mobile phone, he also tends to purchase mobile cover, ear phones etc along with it. But such kinds of patterns are not always useful to all stake-holders. Such patterns do not emphasize on the profit obtained of sale i.e. the utility obtained from product. In order to overcome this problem, the concept of high utility item-set mining (HUIM) came into existence. HUIM is used to find the utility or profit obtained from the items in transaction data. There are various algorithms for HUIM, TKU (Top K Utility) and TKO (Top K in one phase) are two well known algorithms of HUIM.

The detailed study and practical analysis of these two algorithms show that there are certain drawbacks assigned with them. TKO algorithm gets executed in very less amount of time but it gives incorrect output. Whereas TKU algorithm gives accurate results when applied on database, but its execution time is very high. Hence in order to enhance the performance of these two HUIM algorithms a hybrid algorithm i.e. TKO with TKU algorithm is proposed in this paper. The two algorithms when combined give accurate result and also get executed in considerable less amount of time.
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I. INTRODUCTION

A. Background

High utility item-set mining is the next step to frequent item-set mining. FIM deals with finding frequent and continuous patterns in the database. Frequent item-set mining has proved to be very useful in many industrial applications like the market basket analysis. There are various algorithms for finding the frequently bought items like ECLAT, FP-Growth, Apriori etc. These algorithms use the parameter called as min-sup for all the calculations. But FIM is not always useful in all aspects of research. Consider if some customer buys a product of very less price, like a packet of pen, and also the customer buys some other expensive item like a wrist watch. The FIM algorithm considers items, pen and wrist watch as having same weightage or same utility. So such kind of transaction gets un-noticed and the profit constraint gets completely omitted. Also if a customer buys one single item like one single pen and also the customer buys 15 pens together, yet these two transactions are considered as same.

The quantity of product is not considered in FIM. Thus, FIM may find patterns that are not of any use to the stake-holders. Uninteresting patterns from business and industrial perspective may be detected. Also certain patterns which are of high benefit to the organization can be missed. To get such useful patterns from the transaction database which can find out highly profitable transaction the concept of HUIM is considered. HUIM are capable of finding such items which can be of high use and produce more and more profit for the organization or industry.

B. Motivation

Frequent item-set mining algorithms like Apriori are quite famous, but they have many limitations. One of the limitations is, count of number of items bought is not considered [14]. Other major drawback is that all items are viewed as having the same importance or utility of weight [10].

Hence to overcome these limitations, High utility item-set mining concept can be used. The two algorithms of High utility item-set mining are TKO and TKU. But these algorithms are not efficient. They have their own drawbacks like incorrect output and extremely high time for execution. So in order to improve the efficiency a hybrid algorithm has been proposed for mining high utility item-sets accurately.

C. Objectives

1) To implement the hybrid algorithm TKO WITH TKU for improving accuracy of high utility mining.
2) Reduce time taken by algorithm to get executed by providing output of one algorithm as input to other algorithm.
3) Improve the efficiency of high utility mining.

II. REVIEW OF LITERATURE

Frequent item-set mining is the study of finding out which items are purchased hand in hand with each other. FIM is a a very wide branch of data mining and has many different algorithms for finding the set of frequent item-sets which belong together in the transactional database. Various algorithms like FP-Growth, ECLAT i.e. Equivalence Class Transformation, Apriori etc are used for mining of frequently together occurring items. These three algorithms show different performance when compared with respect to time and space [1]. Apriori algorithm requires highest time for execution but at the same time it requires least storage space. FP Growth algorithm requires least time for execution and moderate space complexity, Whereas Eclat algorithm requires moderate time of execution but highest space complexity if all three algorithms are compared.
Association rules are extracted from the transactional database once apriori algorithm is applied to the database. There are many applications and recommendation systems which use association rules for finding frequent patterns. Book recommendation system is one of the applications where association rule mining is applied in order to recommend books to customers [2]. Before rule mining is performed, data pre-processing steps are performed on the data. Which include, finding empty or blank data which is also called as missing values and filling those values with some default values. Also data pre-processing includes finding and removing data outliers. And after pre-processing step, the association rule mining algorithm is applied to get the final output.

Association rule mining can be applicable in other similar kind of recommendation systems. It has been applied to library book recommendation system which is based on user profiles [3]. Recall, confidence, support such calculations are involved in this system.

High utility item-set mining is the next step to frequent item-set mining concept and it overcomes the various drawbacks of FIM. HUIM gives as output utility based items according to user specified utility. No min-sup value is required by HUIM algorithms. TKO and TKU are two well known algorithms used for HUIM [4]. These algorithms include finding the potentially K high utility item-sets as its basic step. The execution time required by TKU algorithm is very high as compared to TKO algorithm. But TKU algorithm is more efficient as it gives better results as compared to TKO algorithm.

Mining of top-k HUI also has algorithms other than TKO and TKU like Top k utility list miner (TKUL-Miner) [5]. Utility list structure is used for mining user specified utility depending upon the k value given by user. Information is stored at the node of search tree and then mining operation is performed using TKUL-Miner algorithm.

Isolated item discarding strategy i.e. IIDS is one of the strategies used for discovering the HUI’s [6]. The isolated items are those items which are of very less importance with business perspective. The items which hold very less frequency count and with low utility are discarded i.e. they are not considered for further mining process. Thus discarding these isolated items finally leads as output the items having maximum utility.

Up-tree gets generated dynamically and it is used to store the data in a tree format [8]. As soon as the data gets updated by the user it is stored in up growth table. Due to this there is no need to touch the original database again and again. This avoids accessing the original database multiple times. UP-Tree analyzes the database only two times. Once to have candidate elements and then second time to manage them in a structured and efficient manner. Using up-tree, Up-growth algorithm shows poor performance with respect to time. It requires very high time for execution using the up tree. Hence, modified and better algorithms are proposed which effectively reduce the time required for execution.

There are so many different algorithms available for mining frequent item-sets or for mining high utility item-sets, still the fact that no algorithm has all the required aspects comes into existence [11]. Some strategies used for mining lead to accuracy in results but fail when time required for execution is considered. This condition can be worse if the amount of data scanned by these algorithms increases. For more amounts of data it will take far more time for execution. In this paper, two calculations are proposed, to be specific, utility example development (UP-Growth) and UP-Growth+, for mining high utility thing sets with an arrangement of successful methodologies for pruning hopeful thing sets.

High utility thing sets data is kept up in a tree based information structure named utility example tree (UP-Tree) to such an extent that applicant thing sets can be created effectively with just two sweeps of database. The execution of UP-Growth and UP-Growth+ is differentiated on various sorts of both honest to goodness and designed instructive accumulations. Theoretical calculations show that the proposed algorithm, especially UP-Growth+, decrease the candidates count enough and also beat diverse counts efficiently to the extent runtime, especially when databases is huge.

Below listed re few limitations observed from the overall literature survey:

1) For large databases existing algorithms show poor performance.
2) Execution time required in case of huge transactions is very high for existing algorithms.
3) Results in case of certain algorithms may be inaccurate i.e. garbage values.
4) In case of frequent item-set mining algorithms like FP-Growth, Apriori etc. purchase quantities are not at all taken into account.
5) Frequent pattern mining finds many frequent patterns that are not interesting from industrial point of view [13].

III. PROPOSED METHODOLOGY

In the proposed framework, the problems mentioned above are considered and a book recommendation system is implemented using the already existing two algorithms TKO and TKU and also using the proposed hybrid TKO with TKU algorithm. Since the two existing algorithms are not efficient enough due to incorrect results and more than expected time of execution, the hybrid algorithm is designed by combining the two algorithms i.e. the result of TKO Top K in one phase is given at the entrance of TKU Top K utility algorithm. This results in accurate result in considerably less execution time. Thus the proposed system combines the two HUIM algorithms to enhance the performance of mining. Parameters like k value i.e. number of books the user needs to extract from the transactions is to be given by user, along with the category of book i.e. historic, romantic, fiction etc.

In order to implement it, a books dataset consisting of total 2590 records is used. The headers of this dataset are as follows:

1) Book Title
2) Book Category
3) Boo Author
4) Book Price
5) Id
Below listed are the advantages of Proposed System:

1. The issue of setting min-sup value is completely omitted with the use of TKO and TKU algorithms.
2. The proposed algorithm has less search space so it needs less memory.
3. It scans the database only one single time.
4. It is easy to implement.
5. Its performance is good in dense databases.

A. Architecture:

Fig. 2. Proposed System Architecture

Below is the explanation of above system architecture:

The above given system architecture illustrates that the end-user can select any category of book from the given list of categories, i.e. Historic, Romantic, Scientific, Fiction etc. The user also has to provide K-value. Here K-value refers to number of books the user needs to retrieve as having maximum hit count or maximum buy count depending upon the select category. Select category here either will be buy count i.e. number of times that particular book has been purchased, and hit count i.e. number of times, that book has been viewed.

Once the user provides all the specified inputs, the algorithms will be applied in order to get the result. Up-Growth algorithm is used to store Buy count and hit count values in a table. Initially the table will be empty, but as soon as some user views any product, the hit count will increment. If user will purchase any product, then value of buy count in Up-Growth table will get incremented by one. In this way, the values in Up-Growth table will always keep on incrementing. The value of hit count will always be less or equal to buy count.

The TKO with TKU algorithm will be then applied on the data. Output of TKO is given as the input of TKU and finally the result will be provided to user. If user selects Book category as Historic, K-value as 2 and select category as Buy, then as a result the user will get 2 historic books which have been purchased by other users maximum number of times.

Module 1: Administrator (Admin)
The administrator is responsible to maintain database of the transactions made by users. The administrator also can add the product or items, and update the new product and also view the stock details.

Module 2: User (Customer)
Customer can view or purchase the number of items. The history of all purchased items is stored in the transaction database.

Module 3: User (Construction of Up Tree)
In Up Tree Dynamic Table is generated. Mainly the Up growth is considerable to get the PHUI item-set.

Module 4: User (TKO and TKU Algorithms)
In combination of TKO and TKU algorithms first the TKO (Top k in one phase) algorithms is called and then output of TKO is given as the input of TKU (Top k in utility phases) and then the actual result is generated.

B. Algorithms:

TKO and TKU algorithm:
TKO stand for top-k in one phase and TKU stands for top k utility. These two algorithms are types of HUIM. HUIM finds out the patterns and those item-sets which produce high profitable transactions. HUIM has a vast domain of applications like it can used in any store, or online products systems to find items generating maximum profit or income. The database used for mining of HUI’s should consider the item and number of time that item is purchased along with its utility.

Below given is the input database of TKO and TKU algorithms. It consists of 5 transactions, T1, T2, T3, T4, T5 with total of 6 different items i1, i2, i3, i4, i5, i6.

<table>
<thead>
<tr>
<th>Transactio n id</th>
<th>Items</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>i1, i2, i5, i6</td>
<td>12</td>
</tr>
<tr>
<td>T2</td>
<td>i1, i5</td>
<td>9</td>
</tr>
<tr>
<td>T3</td>
<td>i3, i4, i2</td>
<td>13</td>
</tr>
<tr>
<td>T4</td>
<td>i4, i6, i5</td>
<td>8</td>
</tr>
<tr>
<td>T5</td>
<td>i3, i5</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 1. Input to algorithm.

Table 1 describes the input database:
- Column 1: Transaction id.
- Column 2: A set of all items purchased by customer.
- Column 3: Utility obtained from corresponding transaction.
- Column 4: Last column describes item utility for each transaction i.e. profit generated by this item for the transaction.

The working of TKO and TKU algorithm is as follows:
The above given database i.e. table 1 is taken as input by TKO and TKU algorithms. As described above the values of utility column are the total of sum of values in last column. Consider transaction T1, the item utility obtained in T1 is the addition of item utilities of T1 i.e. i1+i2+i5+i6 = 12
6 + 2 + 3 + 1 = 12. In this way the item utilities of each transaction are calculated.

Once the input table is completely ready, it is used by the algorithms for further calculation.

Combination of different item-sets is generated and then, depending on the utility value of each item from input database the Final utility for that combination of transactions is calculated.

Consider the transaction \{i1,i5\}. This pair appears twice in the database i.e. in T1 and T2. So the total utility of that pair is calculated by adding the sole utility of each item i.e. 6 + 3 + 6 + 3 = 18. In this way transaction utilities of all different combinations of items are calculated and then the output table is generated accordingly. Finally the transaction utility with maximum value is considered as the HUI.

It is possible that there are more than one HUI’s in a transactional data. The number of HUI’s fetched depends upon the k value provided by the user.

<table>
<thead>
<tr>
<th>Item-sets</th>
<th>Utility</th>
</tr>
</thead>
<tbody>
<tr>
<td>{i2,i4}</td>
<td>6</td>
</tr>
<tr>
<td>{i2,i5}</td>
<td>5</td>
</tr>
<tr>
<td>{i1,i3,i5}</td>
<td>0</td>
</tr>
<tr>
<td>{i2,i3,i4}</td>
<td>13</td>
</tr>
<tr>
<td>{i2,i3,i5}</td>
<td>0</td>
</tr>
<tr>
<td>{i1,i5}</td>
<td>18</td>
</tr>
<tr>
<td>{i1,i2,i5,i6}</td>
<td>12</td>
</tr>
</tbody>
</table>

If the database consists of data from grocery shop, the result can be depicted as all the k groups of items bought together that generated the maximum profit.

The only difference in TKO and TKU algorithms is the way of their execution. Both algorithms execute differently. The reading style of each variable in TKU is continuous whereas this is not the case for TKO algorithm.

**Hybrid TKO with TKU algorithm:**

The hybrid algorithm is proposed to overcome the limitations of TKO and TKU algorithms. The output of TKO algorithm is given as input to TKU algorithm. Hence it becomes possible to balance the algorithm and produce efficient result. In book recommendation system, the up growth table is maintained. It is a dynamic table. As soon as the user views or buys the book, the hit count or buy count increments by one. Once the up growth table is constructed, hybrid algorithm scans data one by one from that table. The algorithm reads the 1st row and writes it in other table. Simultaneously the records are sorted with highest buy or hit count at the top level of the table. The record with greater value is swapped with record having less value. Thus the output table gets constructed in decreasing order of buy or hit count. For getting accurate results without any incorrect values, the hybrid algorithm maps records of produced output table and the original dataset. Thus the incorrect values produced by TKO algorithm exist no more. And also the time of execution required is less, since hybrid algorithm doesn’t maintain any temporary table or memory like the TKU algorithm. Thus accurate result can be obtained in moderately less amount of time using the hybrid algorithm.

### IV. RESULT AND ANALYSIS

Experiments are done on a personal computer with a configuration: Intel (R) Core (TM) i3-2120 CPU @ 3.30GHz, Windows 7, 4GB memory, Jdk 1.8 and MySQL 5.1 backend database. Book recommendation is web application tool used for designing code in Eclipse and execute on Tomcat server. Three different algorithms i.e. TKO, TKU and hybrid algorithm TKO with TKU are executed separately using the books dataset.

![Fig. 3. K value Vs Time (in Milliseconds) result graph for TKO](image1)

The result of TKO algorithm i.e. figure 3 shows that for k value of 2 the algorithm requires 50 milliseconds to get executed. Whereas the graph in figure 4 shows that TKU algorithm when executed with similar k value of 2 requires much more time for execution i.e. 51430 milliseconds.

![Fig. 4. K value Vs Time (in Milliseconds) result graph for TKU](image2)

After execution of the proposed hybrid TKO with TKU algorithm, it can be observed from figure 5 that, hybrid algorithm requires moderately less time for execution i.e. 11259 milliseconds.
From above result it can be analyzed that TKO requires less execution time and gives accurate result.

Hence it can be concluded that, hybrid TKO with TKU algorithm is an efficient algorithm for mining HUI and performs better than TKO and TKU.

Fig. 5. K value Vs Time (in Milliseconds) result graph for hybrid TKO with TKU

The comparative analysis of all three algorithms can be seen from the figure 6.

Fig. 6. Comparison between Algorithms

The below table demonstrates the details of above graph:

<table>
<thead>
<tr>
<th>Name of Algorithms</th>
<th>Time In MS</th>
<th>Input (As a K value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TKO</td>
<td>50</td>
<td>2</td>
</tr>
<tr>
<td>TKU</td>
<td>51430</td>
<td>2</td>
</tr>
<tr>
<td>TKO WITH TKU</td>
<td>11259</td>
<td>2</td>
</tr>
</tbody>
</table>

V. CONCLUSION

In this paper, the question of, how item-sets which can be of maximum profit to an organization can be gained is addressed using application of book recommendation system where user has to specify k value and the book category. The previously existing algorithms are deeply studied and also implemented. The proposed hybrid algorithm is and implemented for book recommendation system. Theoretical and practical evaluations on different types of real and synthetic data sets display that proposed algorithm performs better than the already existing algorithms with respect to time complexity and accuracy. From above result it can be analyzed that TKO requires less execution time but gives wrong output i.e. garbage values, TKU gives accurate result but requires large execution time. Whereas Hybrid TKO with TKU algorithm requires considerably less execution time and gives accurate result. Hence it can be concluded that, hybrid TKO with TKU algorithm is an efficient algorithm for mining HUI and performs better than TKO and TKU.
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