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Abstract: Trains scheduling is an important problem in railway transportation. Many companies use fixed train timetabling to handle this problem. Train delays can affect the pre-defined timetables and postpone destination arrival times. Besides, delay propagation may affect other trains and degrade the performance of a railway network. An optimal timetable minimizes the total propagated delays in a network. In this paper, we propose a new approach to compute the expected propagated delays in a railway network. As the main contribution of the work, we use Discrete-time Markov chains to model a railway network with a fixed timetable and use probabilistic model checking to approximate the expected delays and the probability of reaching destinations with a desired delay. We use PRISM model checker to apply our approach for analyzing the impact of different train scheduling in double line tracks.
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I. INTRODUCTION

Train scheduling is one of the most important problems in the railway transportation, which influences other industry parts of a country [1]. It is not easy to predict delays in a complex railway system. Engine failure, human behavior, and external environment cause unpredictable delays. In addition, a train may propagate its delays to other trains in a heavy load condition [1], [2]. It is critical for a railway system to have optimal scheduling which minimizes the propagated delays. A bad scheduling increases the total delays which also increases the cost of using trains for transportation. A standard approach for modeling train scheduling is to consider it as a stochastic process [3], [4]. Discrete-time Markov chains (DTMCs) can be used to model and analysis the stochastic behavior of several trains in a railway scheduling system. In this case, statistical and technical information are used to approximate the failure rate and the probability of delays of each individual train. In this paper, we propose a method to model the trains scheduling with DTMCs. We rely on fixed trains timetabling and the proposed method is used to approximate the expected delays and the probability of reaching destinations when the networks tolerate a limited delay in 24 hours. We consider double-track lines. Our method converts a train scheduling to a probabilistic model checking problem and uses the PRISM tool [5] to study the related properties. To the best of our knowledge, this work is the first one that uses probabilistic model checking to approximate the propagated delays for a timetable scheduling in a railway system.

There are several standard algorithms for off-line timetabling problems. These algorithms are reviewed and compared in [1], [6], [7]. To improve the performance of the standard algorithms several new methods are proposed in [1]. A genetic algorithm is proposed in [6] to find a (near) optimal solution for the train timetabling problem. The railway environment is considered as a stochastic problem in [3]. In this case, the problem is converted to an integer programming one and numerical methods are used to compute the best solution. Probabilistic model checking is used in several previous works for modeling the trains scheduling problem. In [4] Markov decision processes are used to model the trains in a metro network and probabilistic model checking is used to approximate the expected time to reach a stable condition in a delayed line. In [8] probabilistic model checking is used for train rooting to determine the expected cost and risk of several paths in a railway system.

II. A REVIEW OF PROBABILISTIC MODEL CHECKING

Model checking is a formal approach for verifying the correctness and reliability of a given system [9]. A model checker is a software tool used to systematically compute the desired properties. Probabilistic model checking is one variant for verification of systems with stochastic and probabilistic behaviors. In this approach, a probabilistic structure (such as DTMC of Markov decision process) is used for modeling the system and a probabilistic logic is used for specification. In this section, we review DTMCs and briefly explain how a qualitative property is proposed and computed in an automatic approach. More details are available in [9], [10].

Definition 1. Discrete-time Markov chain (DTMC)

A DTMC is defined as a tuple of the form $D = \{S, s_0, G, P, R\}$ where $S$ is a finite set of states, $s_0 \in S$ is the initial state, $G \subseteq S$ is the set of goal states, $P : S \times S \rightarrow [0,1]$ is the transition probability function and $R : S \times S \rightarrow \mathbb{R}^\mathbb{N}$ is a reward function. DTMCs are widely used to model the behavior of systems with some stochastic and deterministic aspects [9]. The main advantage of DTMCs is their memory-less structure, i.e. each state shows the current status of the system independent of the history of its previous states. The system starts from the initial state $s_0$. The behavior of the system is traced by a sequence of...
states (called path) of the form \( s_0s_1s_2 \ldots \) where each state \( s_{i+1} \) is randomly selected from \( s_i \) with probability \( P(s_i, s_{i+1}) \). A transition of \( D \) is any pair \((s_i, s_j)\) of states where \( P(s_i, s_j) > 0 \). For a transition \((s_i, s_j)\) the reward \( R(s_i, s_j) \) is mapped that shows the value that is gained by the system with this transition. Two main classes of properties that are proposed against DTMCs are reachability probabilities and expected accumulated rewards. In reachability probabilities, the probability of finally reaching one of goal states is computed. In expected accumulated rewards, the expectation of accumulated rewards among those paths that are reached to some of the goal states is considered. A model checker uses numerical commutations to determine reachability probabilities or expected accumulated rewards. A standard approach to define a DTMC model is to use a high-level descriptive language (PRISM language for example). A model checker maps the described model to its corresponding DTMC. In Section 4 we explain how to model a railroad scheduling problem with the PRISM language.

III. PROBLEM DEFINITION

In this paper, we consider the fixed timetable train scheduling problem [1]. An important property of a good timetable scheduling is to minimize delay propagations. We consider a double line track system where trains from each side use one of two lines exclusively. Fig. 1 shows the schema of a double line track. There are two source and destination stations and several stations with known distances exist between them. In a timetable scheduling, the departure time of each train is determined. In a double track system, the timetable of each side is independent of the other side. For simplicity, we consider one side and we suppose that each train travels on a fixed speed. To avoid collision, a minimum distance between each two consecutive trains should be considered. If one train stops in a line (between two stations), the other trains need to stop to avoid any collision. This case results in delay propagation between trains [1]. An optimal timetable scheduling should minimize the expected delay propagation. Ideally, departure times should be as far as possible to minimize this value. However, good train scheduling should also satisfy high demands during peak hours. In this case, we are interested in approximating the propagated delays for a given timetable scheduling.

![Fig. 1. A schema of a double-track railway](image1)

IV. THE PROPOSED METHOD

We use DTMCs to model the trains scheduling problem. A model includes the location of each station and the movement of trains between stations. Although railways are continuous systems in space and time, we need some simplification for modeling them in DTMCs [4]. We consider every five minutes as a time unit in our model. Also, we suppose that each train travels at a fixed speed and its dwell time in each station is at least one time unit. As a result, the model is defined as a sequence of locations where each train moves from a location to its successor location in one time unit.

A. The general approach for modeling a railway scheduling problem

To model delays in a trip, we consider a parameter \( \alpha \) as the probability of failure after each time unit. A train stays in its location in case of failures. For simplicity, we consider one time unit delay for recovering the failure. After recovery, the train moves to the next location. Train failures have Markov property that means the probability of failures is not changed after each recovery and also does not depend on the travel time. The locations between each two consecutive stations define a line. As an example, there are two lines between the stations A and B in Fig. 1 if we consider it as a double. To model a timetable, we use the departure time of each train in the model in 24 hours. For example, if the departure time of a train is 2 hours after the starting point of the system, we set its departure time to 24, which is 24 time units (24 * 5 minutes) after start point.

B. Defining the DTMC model for train scheduling in PRISM

To analyze the underlying properties of a timetable for a railway we define the components of the system in the PRISM language. Any DTMC model in PRISM is defined as several modules where each module has one or some integer variables in the defined range of values. The overall DTMC model is constructed as a synchronous product of the modules. Each state represents a possible valuation for the variables of modules.

Figure 2 presents two modules and the initial definition of a DTMC model for our problem. In this problem, we define one module for each train (train1, train2, …) and also a module for the timer. For each time unit, the value of the timer is incremented by one that shows the elapse of 5 minutes. For each module traini a loci variable is considered to determine its location, a delayi variable to show the intrinsic delays of the train from its departure and a dli variable to show the propagated delay reached from other trains. Note that delayi is incremented if the train has a failure. To simplify, we limit the maximum value for each delay variable. Otherwise, a delay variable may have any large value which is not so realistic. The PRISM source code of a case study model with the related log files is available in:

https://github.com/sadeghrk2/prismrailways.

C. Modeling order of trains

Note that no train can pass the others. As a result, the order of trains is important in our model. If several trains dwell in a station they should leave it in their initial order, i.e. priority of the successor trains is more than the priority of its predecessor. To avoid collision, we consider several conditions for transitions of each module: if the distance between each two consecutive trains is less than two time unit, the second train (which is behind the first one) had to stop until the first one leaves its location. In this case, the dli value
of the second trains is incremented. Finally, if a train arrives at destination, its location does not change forever.

In our model, we consider four stations between source and destination and we suppose that there are 12 locations between every two consecutive stations. We define 6 train modules and the default value for $\alpha$ is 0.05 that shows the probability of failure after each time unit. To model the timetable, several constant values are defined that show the departure time of each train. To analyze the impact of several timetables we define a distance parameter that determines distances between each two departure times.

We first consider the expected value of total intrinsic delays which is mathematically defined as

$$E\left(\sum_{i=1}^{6} dli\right)$$

(1)

Note that in this case, we do not consider the propagated delays and only compute the expected value of total delays. We consider several values for the parameter $\alpha$ and run the experiments for these values. The results of these experiments are proposed in Fig. 3.

![Fig. 2. Two modules of a DTMC model in PRISM](image)

**V. EXPERIMENTAL RESULTS**

To compute the properties of the DTMC models of timetable scheduling problems, we use PRISM 4.5 for implementing and running each model. Because of the complexity of the defined models, the standard iterative methods cannot be used for probabilistic model checking. Instead, we use the statistical approach that is based on the Monte-Carlo simulation [11]. We set the parameters of statistical model checking to have precise values in the first two meaningful digits.

Several properties can be defined to compare the impact of different timetables on the performance of a railway system.

![Fig. 3. The value of Equation (1) for different values of $\alpha$](image)

The horizontal axis shows the value for the parameter $\alpha$ and the vertical axis shows the value of equation (1). This figure shows that there is approximately a linear relationship between the value of $\alpha$ and Equation (1). For example, when $\alpha$ is 0.1 we expect to have about 36 time unit delay for 6 trains. Note that the value of this parameter depends on the technical properties of trains and the environment of the railway.

The second property that is studied is to approximate the expected propagated delays for a given timetable. This value is defined as:

$$E\left(\sum_{i=1}^{6} dli\right)$$

(2)

Where $dli$ is used for the propagated delay of train $i$. For simplicity, we suppose that the distances between each two consecutive trains are the same and we set $\alpha = 0.05$. Figure 4 shows the values of equation (2) for different values of the distance parameter.

![Fig. 4. The values of Equation (2) according to the values of distance](image)
distance between departure times are more than 7 time units. On the other side, the propagated delays increase when the distance between departure times are small. These results can be used to have a tradeoff between high demand in peak hours and the need to have small propagated delays.

As the third property, we are interested to compute the probability of reaching a destination station while the total propagated delays are less than two time units. This probability is computed for the case that all trains have finished their travel. The results of the experiments for this property are proposed in Fig. 5.

![Fig. 5. Probability of reaching destination while total propagated delays are less than or equal to two time units.](image)

The results of Figure 5 (similar to the results of Figure 4) show that the probability of reaching destination while the propagated delays are less than 3 time units is approximately one. This means that almost surely, all trains can reach to the destination while the total propagated delays is less than 3. To have a better analysis for the case of heavy load, where the value of distance is small, we also consider the probability of reaching destination station while the total delay is less than or equal to 6 or 10 time units. Fig. 6 shows the results for these experiments.

![Fig. 6. Probabilities of reaching destination for two bound on the total propagated delays.](image)

In this figure we use “ppdl” for the total propagated delay. Again, the horizontal axis shows the value of distance in a given time table. Although Figure 4 and 5 propose that the performance of the system is decreased when the distance is 5 or 4, the results of Figure 6 show that these two cases are much better than the cases where distance is 3 or 2.

VI. CONCLUSION AND RELATED WORKS

In this paper, we propose a new approach for modeling and analyzing the trains scheduling problem. We consider fixed time-table scheduling and use probabilistic model checking to approximate the expected propagated delays or probabilities of reaching destination with a limited number of propagated delays. We use PRISM model checker to analyse the related models. The results show that with the assumptions of this paper, the performance of a railway system degrades when the distance between any two departure times is less than 7 time units. For the future, one can consider a case study and apply the proposed method to study its performance. Expanding the system to a network of railroads and considering single-track lines are two other directions for future researches.
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