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Abstract: To design an efficient embedded module field-programmable gate array (FPGA) plays significant role. FPGA, a high speed reconfigurable hardware platform has been used in various fields of research to produce the throughput efficiently. A now-a-days artificial neural network (ANN) is the most prevalent classifier for many analytical applications. In this paper, weighted online sequential extreme learning machine (WOS-ELM) classifier is presented and implemented in hardware environment to classify the different real-world bench-mark datasets. The faster learning speed, remarkable classification accuracy, lesser hardware resources, and short-event detection time, aid the hardware implementation of WOS-ELM classifier to design an embedded module. Finally, the developed hardware architecture of the WOS-ELM classifier is implemented on a high speed reconfigurable Xilinx Virtex (ML506) FPGA board to demonstrate the feasibility, effectiveness, and robustness of WOS-ELM classifier to classify the data in real-time environment.
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I. INTRODUCTION

The hardware implementation of artificial neural networks (ANNs) in a high speed reconfigurable digital platform designed in parallel manner provide efficient throughput with flexibility and high processing speed. Many researchers have been validating the simulation results in terms of performance, hardware resources, and power consumption [1]. Field-programmable gate array (FPGA) has been used in different areas of research, such as signal processing [2], image processing [3], and sensor networks [4]. The major advantages of FPGA over application specific integrated circuits (ASIC) are reusability, flexibility, and high clock speed.

Recently, machine learning is an important topic in several domain of research, which can accept meaningful features from data extracted using a conventional signal processing technique for classification, and detection purpose. ANNs generally consists of nodes similar to biological neurons to process the information. ANNs has been used frequently in signal and image processing due to extraction of sequential information from complex data. Now-a-days single layer feed-forward neural networks (SLFN) are used efficiently due to its capability to transfer the information sequentially. Huang et al. [5], [6] are presented a single layer feed forward neural networks (SLFN) with maximum N number of hidden neurons for classification and regression of data. In [7-9] authors proposed a new single layer feed-forward neural network named as extreme learning machine (ELM) to solve both regression and classification problems. ELM produces promising classification accuracy, high learning speed, automatic tuning of parameters, and use of wide range of activation functions are the key advantages as compared to support vector machine (SVM) [10], least-square support vector machine [11], and other state-of-the-art machine learning algorithms. In case of ELM the input weight and biases are chosen randomly, that may reduce the effectiveness of ELM. The above disadvantage of ELM is avoided by using effective extreme learning machine (E-ELM) presented in [12]. The training phase of ELM requires more time, for large data size. So the variants of ELM are proposed by different researchers to increase the effectiveness of the ELM. Huang et al. [13-15] proposed incremental extreme learning machine (I-ELM) to replace the hidden neurons during the training phase. It chooses proper nodes from a bunch of nodes and eliminates redundant nodes. Bidirectional extreme learning machine (B-ELM) is presented in [16] to reduce the network size of the classical ELM. Rong et al. [17], presented the fast pruned extreme learning machine (P-ELM) and Zhang et al. proposed optimally pruned extreme learning machine (OP-ELM) in [18], to eradicate the hidden nodes during training phase. In [19], authors presented adaptive extreme learning machine (A-ELM), in which number of hidden nodes may increase, decrease or remain the same during training phase. A fast and accurate online sequential learning algorithm presented by Liang et al. [20], and Online sequential extreme learning machine (OS-ELM) is proposed by Ye et al. [21], are applied on real-world dataset in which data may arrive one by one or chunk by chunk with a fixed or variable step size. OS-ELM produces better classification and regression results.
Moreover, several efforts have been applied to increase the accuracy and effectiveness of the different variants of ELM classifier in software environment, but as far as the authors knowledge, very few research articles have presented the hardware implementation of machine learning technique to solve the real-world problem. Decherchi et al. [22], proposed the digital implementation of extreme learning machine in a field-programmable gate array for classification purpose. In [23], Villora et al. presented the hardware implementation of real-time extreme learning machine in a field-programmable gate array for data classification.

In this paper, authors presented the hardware implementation of weighted online-sequential extreme learning machine (WOS-ELM) classifier for testing phase using cosine activation function to increase the overall testing classification accuracy with minimum number of hidden nodes. Finally, the proposed digital architecture of WOS-ELM classifier is implemented in a high speed reconfigurable FPGA environment to validate the effectiveness of the classifier. The results of the digital architecture in terms of clock speed, hardware resources, and power consumption is computed. The hardware implementation block diagram of the WOS-ELM classifier for data classification is shown in Fig. 1.

The remaining section of the paper is formulated as follows. Section II describes the materials and methods. Section III presents the results and discussion. Finally section IV draws the conclusion of the novel method.

II. MATERIALS AND METHODS

A. Dataset Details

In this paper, authors use publicly available online UCI machine learning repository [24], to test the performance and effectiveness of the weighted online-sequential extreme learning machine (WOS-ELM) classifier. To execute the experiment, authors considered three datasets named as diabetes datasets, image segment datasets, and land satellite image datasets. The diabetes dataset contains 8 features, 2 classes, 576 training samples, and 192 testing samples. The image segment dataset has 19 features, 7 classes, 1500 training samples, and 810 testing samples. The land satellite image dataset has 36 features, 6 classes, 4435 training samples, and 2000 testing samples.

B. Weighted Online-Sequential Extreme Learning Machine (WOS-ELM)

The disadvantages of the extreme learning machine (ELM) classifier is its incapability of computing the optimum value of number of hidden nodes, weight, and bias to acquire the maximum classification accuracy. In case of multiclass feature vectors, the WOS-ELM is presented to allot separate weights for every class and depending on the size of chunk, number of the hidden layers are decided to obtain a training root-mean-square error (RMSE) less than 0.0075. WOS-ELM gives better result than unweighted OS-ELM [25]. The structure of ELM is presented in Fig. 2.

Consider M number of input samples of the i\(^{th}\) feature vector for input class \(\{ X_{1i}, X_{2i}, \ldots, X_{Mi} \}^T \in \mathbb{R}^M\). The ELM has \(N\) number of hidden nodes with input and hidden layer weight \(w_i\) is \(\{ w_{i1}, w_{i2}, \ldots, w_{iN} \}^T\), and the hidden layer bias \(b_i\) is \(\{ b_{i1}, b_{i2}, \ldots, b_{iN} \}^T\). Number of output classes \(n\), has a target of \(T_i = [T_{i1}, T_{i2}, \ldots, T_{iN}]^T \in \mathbb{R}^N\) and the output weight vector \(\beta_i = [\beta_{i1}, \beta_{i2}, \ldots, \beta_{in}]^T\) is calculated from output and hidden nodes. The analytical miniature of standard ELM taking non-regular, infinitely differentiable activation function \(K(y)\) with the network output

\[
Y_i = [Y_{i1}, Y_{i2}, \ldots, Y_{in}]^T
\]

is

\[
N \sum_{i=1}^{N} \beta_i K_i(X_j) = \sum_{i=1}^{N} \beta_i K_i(w_i \cdot X_j + b_i) = Y_j, \quad j = 1, 2, \ldots, M (1)
\]

ELM can take the appropriate value of \(w_i, b_i\) and \(\beta_i\) to achieve zero mean error, i.e.

\[
M \sum_{j=1}^{M} \|Y_j - T_j\| = 0.
\]

Such that

\[
N \sum_{i=1}^{N} \beta_i K_i(w_i \cdot X_j + b_i) = T_j, \quad j = 1, 2, \ldots, M (2)
\]
The hidden layer output matrix $H$ of the ELM [5], [6] are presented in terms of (2) as,

$$H \cdot \beta = T$$

where

$$H = \begin{bmatrix} K(w_1 \cdot X_1 + b_1) & \cdots & K(w_N \cdot X_1 + b_N) \\ \vdots & \ddots & \vdots \\ K(w_1 \cdot X_M + b_1) & \cdots & K(w_N \cdot X_M + b_N) \end{bmatrix}_{M \times N}$$

$$\beta = \begin{bmatrix} \beta_1^T \\ \vdots \\ \beta_N^T \end{bmatrix}_{N \times n} \quad \text{and} \quad T = \begin{bmatrix} T_1^T \\ \vdots \\ T_M^T \end{bmatrix}_{M \times n}$$

The output weight matrix is calculated as

$$\hat{\beta} = H^\dagger \cdot T$$

where $H^\dagger$ is the Moore-Penrose generalized inverse of hidden layer output matrix $H$ [26], [27].

To avoid singularities using the original projection method [26], the $\hat{\beta}$ is defined as,

$$\hat{\beta} = \begin{cases} H^T (H H^T)^{-1} T & \text{if } H H^T \neq 0 \\ (H^T H)^{-1} H^T T & \text{if } H^T H \neq 0 \end{cases}$$

$$F(X) = \begin{cases} b(X) \cdot (H H^T)^{-1} T & \text{if } M < N \\ b(X) \cdot (H^T H)^{-1} H^T T & \text{if } M > N \end{cases}$$

The initial training pattern of the input feature vector is represented as

$$M_0 = \{X_i, t_i\}_{i=1}^{M_0} \in R^m \times R^n \text{ and } M_0 > N.\text{ Calculate the hidden layer output matrix } H_0 \} M_0 \times N \text{ using (3) and the output weight matrix }$$

$$\beta_0 = (H_0^T H_0)^{-1} H_0^T T = A_0^{-1} H_0 T. \text{ Where } A_0 = H_0^T H_0.$$ 

Take the latest chunk of feature vector $M_1$ with $M_0$, the recent output weight matrix

$$\beta_1 = A_1^{-1} \begin{bmatrix} H_0^T \\ H_1^T \end{bmatrix} \begin{bmatrix} T_0 \\ T_1 \end{bmatrix}$$

where

$$A_1 = \begin{bmatrix} H_0^T \\ H_1^T \end{bmatrix} \begin{bmatrix} H_0 \\ H_1 \end{bmatrix} = H_0^T H_0^{-1} H_1 = A_0 + H_1^T H_1$$

and

$$\begin{bmatrix} H_0^T \\ H_1^T \end{bmatrix} \begin{bmatrix} T_0 \\ T_1 \end{bmatrix} = H_0^T T_0 + H_1^T T_1 = D_0 \beta_0^0 + H_1^T T_1$$

$$= (D_1 - H_1^T T_1) \beta_0^0 + H_1^T T_1$$

Combining (8) and (9) $\beta_1 = \beta_0 + A_1^{-1} H_1^T (T_1 - H_1 \beta_0^0)$

The input feature pattern of $(m+1)^{th}$ chunk along with all the remark of earlier chunks

$$M_{m+1} = \{X_{i}, t_i\}_{i=1}^{\sum_{j=0}^{m+1}M_j}$$

The partial hidden layer output matrix is

$$H_{m+1} = \begin{bmatrix} K(w_1 \cdot X_{m+1} \cdot X_1 + b_1) & \cdots & K(w_N \cdot X_{m+1} \cdot X_1 + b_N) \\ \vdots & \ddots & \vdots \\ K(w_1 \cdot X_{m+1} \cdot X_M + b_1) & \cdots & K(w_N \cdot X_{m+1} \cdot X_M + b_N) \end{bmatrix}_{M_{m+1} \times N}$$

and $A_{m+1} = (A_m + H_{m+1}^T H_{m+1})^{-1}$

$$= A_{m+1}^{-1} - A_{m+1}^{-1} H_{m+1}^T (I + H_{m+1} A_{m+1}^{-1} H_{m+1}^T)^{-1}$$

Let $V_{m+1} = A_{m+1}^{-1}$, then $A_{m+1}^{-1}$ can rewritten as

$$V_{m+1} = V_{m} - V_{m} H_{m+1}^T (I + H_{m+1} V_{m} H_{m+1}^T)^{-1} H_{m+1} V_{m}$$

$$= V_{m} H_{m+1}^T V_{m} H_{m+1}^T$$

$$\hat{\beta}_{m+1} = \beta_{m} + A_{m+1}^{-1} H_{m+1}^T (T_{m+1} - H_{m+1} \beta_{m})$$

The diagonal matrix is a weight matrix i.e., $\omega = \mathrm{diag}(\omega_{ii})$, $i = 1, \ldots, M_S$, where $M_S$ is the number of classes and $\omega$ is computed from each class feature chunk. To increase the marginal distance between the classes and to decrease the weighted cumulative error with respect to each class, authors use (0.712:1) golden ratio.

Weighted scheme $\omega = \begin{cases} \omega_{ii} = 0.712/M_n & : \text{if } \omega_{ii} > AVG(\omega_{ii}) \\ \omega_{ii} = 1/M_n & : \text{if } \omega_{ii} \leq AVG(\omega_{ii}) \end{cases}$

where $M_n$ is the number samples of majority classes.

Authors calculated the regular pattern $\omega$ from every class to increase the overall testing classification accuracy of the OS-ELM classifier. The OS-ELM algorithm is upgraded by considering the weight factor $\omega_{m+1}$, the $V_{m+1}$ and $\beta_{m+1}$ as,

$$V_{m+1} = \hat{\beta}_{m+1} V_{m+1} H_{m+1}^T V_{m+1}^T$$

$$\beta_{m+1} = \beta_{m} + \hat{\beta}_{m+1} V_{m+1} H_{m+1}^T (T_{m+1} - H_{m+1} \beta_{m})$$

### III. RESULT AND DISCUSSION

In this work, to check the effectiveness and performance of the WOS-ELM classifier, three publicly available online datasets are used. To evaluate the overall testing classification accuracy of the WOS-ELM classifier, the feature vector of each dataset is fed to the classifier individually and simulated in MATLAB environment. The overall testing classification accuracy is 82.68%, 97.46%, and 94.72% for diabetes dataset, image segment dataset, and land satellite image dataset respectively using cosine activation function is presented in Table I.
Finally, the proposed hardware architecture of WOS-ELM classifier is implemented in a high-speed reconfigurable FPGA platform to validate the effectiveness of the classifier.

In this article, the digital architecture of WOS-ELM classifier is implemented in a high-speed reconfigurable FPGA environment to classify the real-world datasets. The proposed hardware architecture of WOS-ELM classifier is shown in Fig. 3. The overall hardware architecture of WOS-ELM classifier contains the following stages, i.e., input layer, hidden layer, output layer and all the stages are processed together using parallel and pipelining technique to produce the required throughput. To execute the experiment, a signed 2’s complement fixed-point representation is used to represent a numerical quantity with 16 bits, where 3 bits are required to represent an integer value, 12 bits are required to represent a fractional value, and a sign bit.

The input layer of the hardware architecture is consisting of random access memory (RAM) to store the input testing data. RAM pops the testing data to the output according to the value of input-select line. To store the input testing data 8 RAMs, 19 RAMs, and 36 RAMs are required for diabetes dataset, image segment dataset, and land satellite image dataset respectively. The diabetes datasets with 192 testing data uses 8 bit input-select line as $2^3=256$. Each RAM stores 192 data and fetches all the data to the output one-by-one according to the input-select line value. Similarly the image segment testing dataset and land satellite image dataset are processed according to the value of input-select line.

The hidden layer includes of shifter unit, multiplexer unit, inverting unit, adder unit, and activation unit. In this paper, one hidden node is represented by one barrel shifter to store the random weight ($w$) as positive quantities, which is the power of two like $0, \pm 1/2, \pm 1/4$ etc. The input layer produces 8 outputs from 8 RAMs and is fed to the $N$ number of barrel shifter. The second stage of hidden layer is a multiplexer unit and each multiplexer has 18 inputs, as 18 hidden nodes are used for WOS-ELM classifier and one output according to the value of 5 bit selection line. The term $w_i \cdot X_i$ is computed using right barrel shifter in the place of multiplier to reduce the computational complexity, and hardware resources. The computed term is fed to the inverting unit with proper sign of hidden layer weight ($w$). The output of inverting unit is fed to the adder unit and extracts $\sum_{i=1}^{N} w_i \cdot X_i$ as output without considering the hidden layer bias ($b$) as input to avoid the hardware complexity. The output of adder unit is fed into the cosine activation function to set a threshold value which helps to classify the testing data. The output of the activation function is given by the equation,

$$H_i = K(\sum_{i=1}^{N} w_i \cdot X_i) = K(y)$$

(17)

where $y = \sum_{i=1}^{N} w_i \cdot X_i$

The cosine activation function is given by the expression $K(y) = \cos(y)$

(18)

The representation of cosine activation function using Taylor series expansion is given by,
To reduce the computational complexity, authors reduce the 6th order terms,

\[ K(y) = 1 - \frac{y^2}{2!} + \frac{y^4}{4!} - \frac{y^6}{6!} + \ldots \]  

(19)

It is very arduous to implement the (19) in FPGA. So the (19) is rewritten using right shifter as,

\[ K(y) = 1 - \frac{y^2}{2^2} + \frac{y^4}{4^2} - \frac{y^6}{6^2} - \frac{y^8}{8^2} \]  

(20)

By considering the interval -1 to +1, the cosine activation function is represented as,

\[ K(y) = \begin{cases} 
0.5403; y < -1 \\
- \frac{y^2}{2^2} + \frac{y^4}{4^2} - \frac{y^6}{6^2} - \frac{y^8}{8^2} \text{ for } -1 \leq y < 1 \\
0.5403; y \geq 1
\end{cases} \]  

(22)

Finally, the output of the activation unit \( H(X) \) and output and accumulate (MAC) unit to compute the desired output \( Y(X) \) sequentially taking the control signal from the finite state machine (FSM). The FSM generates the control signals for the entire hardware architecture of WOS-ELM classifier taking the clock (Clk) and reset as inputs. The proposed hardware architecture produces the output when the ‘out-ready control’ signal is logic high. The state diagram of finite state machine is presented in Fig. 6.

The error curve is plotted in MATLAB environment between the actual cosine activation function given in (18) and approximate cosine activation function in (21). The error curve is shown in Fig. 4 and the error is almost zero. So, the (21) is used to implement the cosine activation function in hardware platform. The hardware architecture of cosine activation function is shown in Fig. 5.

Moreover, to validate the proposed digital architecture in FPGA platform, Xilinx chipscope pro integrated logic analyzer (ILA) debugging environment is used. Fig. 7 shows the hardware interfacing between the host personal computer (PC) and Xilinx Virtex-5 (ML506) FPGA board. The digital architecture of WOS-ELM classifier is simulated using Xilinx ISE design suite 14.5 as shown in Fig. 8.
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Fig.9 shows the chipscope pro integrated logic analyzer output of the proposed hardware architecture. From Fig. 8 and 9, authors observed that both the simulation and hardware implementation output have same digital value of 1013 H, i.e., 1.0046 D. The above decimal value indicates that the given input diabetes data belong to a particular class with an error of 0.0046. The hardware resources used to implement WOS-ELM in digital domain, after place and route with Xilinx ISE design suite 14.5 tool in a Xilinx ML506 FPGA board i.e., xc5vsx50t FPGA with a speed grade of -3. In this experiment diabetes testing dataset is tested by utilizing 63 bounded IOBs, 1877 slice LUTs, two BlockRAMs of size 72 KB, and power consumption of 931mW with clock speed 40.02 MHz. The hardware output is computed in 0.0986 ms with an initial latency of 1.0244 µs. Table II presents the device utilization summary of the proposed hardware architecture of the WOS-ELM classifier.

### Table-II: Device Utilization Summary for the Proposed Hardware Architecture of WOS-ELM Classifier.

<table>
<thead>
<tr>
<th>Logic Utilization</th>
<th>Used</th>
<th>Available</th>
<th>Utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clock Speed (MHz)</td>
<td>40.02</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Arithmetic Precision (bit)</td>
<td>16</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>Number of bounded IOBs</td>
<td>63</td>
<td>480</td>
<td>13.12 %</td>
</tr>
<tr>
<td>Number of Slice LUTs</td>
<td>1877</td>
<td>32640</td>
<td>5.75 %</td>
</tr>
<tr>
<td>Power Consumption (nW)</td>
<td>931</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>

IV. CONCLUSION

In this paper, authors designed the hardware architecture of WOS-ELM classifier and implemented it in a high-speed reconfigurable FPGA environment to validate the simulation output of the proposed hardware architecture. The superior overall testing classification accuracy, low power consumption, less hardware resources, flexibility, effectiveness, robustness, and short event detection time are the key advantages to make the hardware architecture of the WOS-ELM classifier a promising method to classify the data in real-time environment. The future scope of the article is to implement the hardware architecture of other variants of ELM to achieve better classification accuracy with lesser hardware resources.
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