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Abstract: Cloud computing supports the technological need of the industry supporting many other technologies. Also, the demand for computing power and storage by recent technologies is reasonably growing in a drastic way. Cloud computing, serving for these technologies are to be developed with advancements that lead to performance improvement both in support to the technologies like block-chain and big data. The allocation of cloud resources is an important strategy to be followed in a wiser manner to incorporate the needs of extra ordinary computing power. In this paper, an efficient resource allocation strategy (FTVMA) is introduced that involves the creation of effective virtual machines (VMs) and performs VM allocation in an efficient manner by considering the failure rates, previous history of failure of VM, execution efficiency as a part of effective scheduling. There exist many reasons for cloudlet failure in VMs. Some of them are overloading of VMs and non-availability of VMs. The introduced FTVMA algorithm considers the failure rate of the physical machine, load of virtual machines and the cost priority of the tasks in order to achieve Quality of Service (QoS) and Quality of Experience (QoE) of the user. The FTVMA methodology proposed in this paper works better for computation intensive VMs and is tested using CloudSim environment. The QoS metrics used to measure the performance of the proposed algorithm are Makespan and VM Utilization. The metric to measure QoE are Priority Miss Rate and Failure Rate. The proposed algorithm shows its improvement in terms of the QoS and QoE metrics. The results obtained are compared with the existing resource scheduling algorithms and it is inferred that the proposed algorithm performs better in terms of QoS and QoE.
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I. INTRODUCTION

Cloud computing is an emerging computing technology which is nowadays used by many of the other technologies such as big data, block-chain technology, deep learning and wherever there is a need for processing large amount of data. Worthwhile, the amount of data stored in cloud are enormous and they are likely to be secured. In general, resource sharing is the main objective of cloud. The resources such as memory, CPU, infrastructure, networks, bandwidth etc., are being shared via cloud. The resource providers are basically responsible for the effective utilization of these resources and also the security of the data. The National Institute of Standards and Technology (NIST), defines the term “cloud computing” as:

“A model for enabling ubiquitous, convenient, on-demand network access to a shared pool of configurable computing resources (e.g., networks, servers, storage, applications, and services) that can be rapidly provisioned and released with minimal management effort or service provider interaction” [12].

Cloud computing is delivering softwares, platform and infrastructure as services. These services are offered to the consumers in a pay-as-you-go model. In industrial terms, offering software is referred as Software as a Service (SaaS), offering platforms is referred as Platform as a Service (PaaS) and offering infrastructure is referred as Infrastructure as a Service (IaaS). Many computing service providers including Google, Microsoft, Yahoo and IBM are rapidly deploying data centers in various locations around the world to deliver Cloud computing services [2].

Nowadays, cloud to cloud backup is trending in the cloud computing era. Cloud-to-cloud backup is a process of backing up a copy of data stored in one cloud to another cloud. The cloudlets submitted by the end users should be executed by the cloud VMs which are associated with the host machine. In cloud environment, satisfying the users, require attention on several areas like Scheduling, VM consolidation, VM migration, etc. Many of the cloud computing infrastructures consist of reliable services delivered through knowledge centers. They in turn are working on hosting a huge variety of applications starting from tasks that endure less time to those tasks that endure longer time for completion. Once the employment in terms of tasks is submitted to the clouds, it’s divided into many cloudlets [3].

Scheduling the cloudlet in cloud computing is NP-hard problem [20]. This NP hard problem is defined as a platform constituted by potentially large numbers of users from different environments and with different needs and demands on thousands or millions of Virtual Machines waiting for their turn to be served [7,9]. It is the wish of every cloud service provider to ensure that every available resource is fully utilized to avoid resources being idle [10]. Hence the resource utilization is considered as an important criterion for measuring the performance of a scheduling system. Always
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Design of a Fault Tolerant Strategy for Resource Scheduling in Cloud Environment

The task scheduling problem is NP-complete which results in achieving only the near optimal solution and not the exact solution. At present, many heuristic scheduling algorithms are proposed by many researchers. The scheduling algorithms under research falls into four categories: Algorithms based on task duplication, based on task clustering, based on random search and list scheduling [1].

A modified Max-Min (MMax-Min) algorithm is proposed [5], which is an extension of Max-Min algorithm. The MMax-Min algorithm identifies a cloudlet with maximum completion time and a cloudlet with minimum completion time. Based on the requirement of the task such as deadline and cost, the corresponding VM is allocated to the cloudlet selected. The performance of the algorithm is compared with Max-Min and Round Robin algorithms in terms of makespan and load balancing.

An Extended Min-Min algorithm for an effective scheduling [6] that considers the priority scheduling that reduces the overall execution time of all the cloudlets. The performance of the proposed algorithm is compared with other heuristic algorithms such as Min-min, FCFS, Max-Min and Round Robin algorithms. It is inferred that the proposed algorithm results with minimized makespan when compared to other algorithms.

A load balancing intelligent strategy for task scheduling [7] is proposed that makes use of Ant Colony Optimization which allocates tasks to VMs. This algorithm works by considering the load balancing factor, related to the task finishing rate. This makes the task finishing rate at different resource being similar and the ability of the load balancing is improved. A Genetic algorithm based heuristic scheduling for scientific workflows is proposed in [8]. This algorithm acts as an interface between cloud user and provider in receiving, analyzing and distributing the application to the appropriate and available resources. This considers the inter dependencies among the application tasks. This algorithm reduces the makespan without increasing the cost.

A dynamic load balancing algorithm [11] is proposed, that balances the workload among the VM using elastic provisioning and de-provisioning depending upon the last optimal k-interval. This algorithm aims at reducing the makespan and increasing the cloud resource utilization ratio. This algorithm also aims at satisfying the user needs by meeting the QoS parameters.

Fig. 1 Basic Cloud Scheduling Architecture

The basic cloud scheduling architecture is shown in fig. 1. The architecture follows a strategy in which the users submit the tasks to the cloud broker. The tasks are split into cloudlets. The cloud broker is also referred as cloud scheduler. The cloud scheduler performs the function of job monitoring and scheduling which helps in selecting the VMs for the submitted cloudlets. The cloud scheduler receives the information about the available VMs from the Hypervisor which takes care of managing the VMs. An appropriate VM is selected for individual cloudlets. The cloudlets are assigned to the VM and the results are returned back to the Broker. This scheduling process needs to be done in an effective manner in such a way that the completion time of tasks gets minimized. There are many research works proposed by researchers around the world to achieve the efficient and effective scheduling process. The objective of this research is to design a proactive fault tolerant scheduling algorithm that results in minimized completion time and increased user satisfaction.

II. LITERATURE REVIEW

In the current world of cloud computing, there are many research works proposed by several researchers focusing on several issues. In this section, the research works carried out towards scheduling of cloudlets are discussed.

An improved task scheduling algorithm is proposed [1] that works for scientific workflows in cloud environment. The algorithm is based on task duplication and task grouping. Also it focuses on minimizing the total execution time, reducing execution costs of users and improving the resource utilization. A DAG is constructed and converted to tree graph. The tasks are divided into groups so as to reduce the communication overhead. This methodology results in smaller makespan of workflow, fewer processors are used, and has higher resource utilization for both compute-intensive and data-intensive workflow, especially for data-intensive workflow.

An efficient resource provisioning strategies are proposed [2] that focuses on reducing the power consumption while scaling the cloud resources. An auto scaling mechanism has been introduced based on machine learning techniques for time series forecasting and queuing theory. This mechanism concentrates on accurate prediction of processing load of a distributed server and estimation of the appropriate number of resources that must be provisioned. This is done in order to optimize the service response time and fulfill the SLA factors. This algorithm reduces energy consumption and also the infrastructure costs.

Fig. 2 Cloudlet Scheduling Model with Attributes
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defined by the user. A task scheduling algorithm LGSA is proposed in [13] which is the hybrid of lion optimization algorithm. This algorithm tries to resolve the multi-objective optimization scheduling problem. The problems like overloading and under-loading of VMs, cost, energy, resource utilization are addressed.

The traditional Min-Min algorithm is an efficient but simple algorithm that results in minimized makespan than other heuristic algorithms. The biggest drawback of it is unbalanced load of resources. An improved load balanced Min-min algorithm [14] is proposed, that increases the resource utilization. Also the user priority for the tasks is also considered in order to achieve better user satisfaction.

In [17], Scheduling with BAT algorithm is discussed. The BAT algorithm is an optimization algorithm wherein the calculation is a self-learning enhancement calculation. The calculation is done using the idea of biological arrangement of the bats. Bats normally emit ultrasonic pulses on the environment surrounding it. The emitted ultrasonic pulses will be reflected as echoes. The bat catches the echoes produced and with the help of received echoes it identifies the obstacles and preys. This concept can be applied for scheduling problems to find an optimal solution.

A multi-constrained scheduling algorithm [4] is proposed, that considers multiple constraints such as system load, processing cost, processing time, user’s deadline and resource failure. A resource allocation algorithm is designed that is budget- constrained and load-constrained with tolerance to failures and also provides user satisfaction. A fault tolerant based Load balancing scheduling system [16] that takes care of both balanced load and failure tolerance is discussed. A proactive fault tolerance mechanism is introduced in which the difference factor is computed based on user deadline and expected completion time. The Resource Selection Parameter is computed which is mainly used for selecting the optimized resource.

A heuristic load balancing algorithm for IaaS clouds is proposed in [15]. An efficient strategy is defined that configures the servers based on the number of tasks submitted and their sizes and identifies the suitable VMs, assigns the tasks to them and tries to maximize the utilization rate of the computing resource.

III. MATERIALS AND METHODS

A. Problem Statement

The fault tolerant scheduling is a problem defined as assigning the cloudlets to the available VMs in a way to minimize: (1) the makespan to execute all the submitted tasks, (2) to improve the resource utilization and (3) to reduce the failure rate of submitted cloudlets. Let the submitted applications be split into number of cloudlets \( \{CL_1, CL_2, CL_3, \ldots, CL_n\} \) and the number of VMs available in the cloud provider be \( \{VM_1, VM_2, VM_3, \ldots, VM_m\} \). The cloudlets are defined with their characteristics such as cloudlet_Id and Cloudlet_length. The VMs are defined with the characteristics such as VM_Id, VM_speed, VM_workload and VM_availability. The Physical Machines (PM) are defined with the number of VMs allocated to it.

B. Cloud Scheduling Model

The cloudlet scheduling model with their characteristics is given below in Fig.2. This architecture clearly states the characteristics of VM, cloudlet and the performance metrics. The scheduler performs the functionality of finding a correct match for the applications in the form of cloudlets and the resources to execute them in the form of VMs. The scheduler has the ability to completely analyze the characteristics of applications prior to execution and to analyze characteristics of available computing resources and provide the users with the correct matching resources for their applications.

C. Proposed FTVMA Strategy

The proposed FTVMA algorithm follows the scheduling architecture depicted in Fig.3. User submits the applications \( \{A_1, A_2, A_3, \ldots, A_n\} \) to the cloud broker. The cloud broker is responsible for receiving the applications, splitting them into cloudlets \( \{CL_1, CL_2, CL_3, \ldots, CL_n\} \). The cloud broker plays the role of VM monitor, Cloudlet Monitor, Failure Detector, Workload Predictor and Scheduler. The VM Monitor is responsible for monitoring the status of the VM in terms of load, availability, number of cloudlets submitted, number of cloudlets successfully completed, number of cloudlets failed to be executed and the list of cloudlets already queued up.

Cloudlet Monitor is responsible for monitoring the status of completion of the cloudlet and its size. The Failure Detector receives the information of number of cloudlets submitted and successfully completed and calculates the failure rate of each VM. The Workload Predictor predicts the current load of the VM by fetching the information from VM Monitor. The Scheduler, as a whole makes use of all these information and identifies an appropriate VM for each cloudlet.

The VMs created in this simulation for scheduling have the properties like speed, failure_rate, ready_time and work_load. The processing capacity or Speed of VM can be calculated as

\[
S_i = \text{MIPS}_i
\]

(1)

![Fig. 3 Proposed FTVMA Scheduling Architecture](image-url)
The number of cloudlets submitted to $VM_j$ is given by $CL_{jemb}$.
The number of cloudlets successfully completed by the $VM_j$ is given by $CL_{jexec}$ and the number of cloudlets failed to be executed by $VM_j$ is given by $CL_{jfail}$. The failure rate of $VM_j$ can be calculated as

$$FR_j = \frac{CL_{jfail}}{CL_{jemb}}$$

The ready time of $VM_j$ is defined as the time by which the VM completes the previously assigned cloudlets and become ready to execute the current $CL_j$. This is given by

$$LCT_j = \sum_{k=1}^{p} ETE_{j,k}$$

where $k$ is the number of cloudlets assigned already to $VM_j$ and $ETE_{j,k}$ is the Expected Time to Execute $k$ cloudlets in $VM_j$. The Work_load of $VM_j$ is calculated as

$$WLD_{j} = \frac{\sum_{k=1}^{p} M_{j,k} L_{k}^{2}}{\sum_{k=1}^{p} M_{j,k} L_{k}}$$

where $L_{k}$ is the load attribute of the VM. In this FTVMA algorithm, the load attribute considered is the CPU utilization in seconds. Henceforth, the load can be given as,

$$WLD_{j} = \frac{\sum_{k=1}^{p} M_{j,k}}{\sum_{k=1}^{p} N_{j,k} L_{k}}$$

The new_load of the $VM_j$ can be calculated as

$$NLD_{j} = WLD_{j} + \frac{M_{j,k}}{\sum_{k=1}^{p} N_{j,k} L_{k}}$$

The Expected Time to Execute can be calculated as,

$$ETE_{i,j} = \frac{Size(CL_{i})}{Speed(VM_{j})}$$

The number of cloudlets successfully completed is termed as Hit Count and is defined by

$$HC_{tot} = \sum_{j=1}^{m} HC_{j}$$

where $HC_{j}$ is the hit_count of individual VM which is calculated as

$$HC_{j} = \frac{CL_{jexec}}{CL_{jemb}}$$

The FTVMA algorithm runs in the scheduler of the Cloudsim architecture. The FTVMA Scheduling algorithm is shown in fig. 4 and the notations used in the algorithm are given in Table 1.

<table>
<thead>
<tr>
<th>Notations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1, A_2, A_3, \ldots, A_n$</td>
<td>Applications submitted by the user</td>
</tr>
<tr>
<td>$CL_1, CL_2, CL_3, \ldots, CL_n$</td>
<td>Cloudlets 1 to n</td>
</tr>
</tbody>
</table>

The number of cloudlets submitted to $VM_j$ is given by $CL_{jemb}$.
The number of cloudlets successfully completed by the $VM_j$ is given by $CL_{jexec}$ and the number of cloudlets failed to be executed by $VM_j$ is given by $CL_{jfail}$. The failure rate of $VM_j$ can be calculated as

$$FR_j = \frac{CL_{jfail}}{CL_{jemb}}$$

The ready time of $VM_j$ is defined as the time by which the VM completes the previously assigned cloudlets and become ready to execute the current $CL_j$. This is given by

$$LCT_j = \sum_{k=1}^{p} ETE_{j,k}$$

where $k$ is the number of cloudlets assigned already to $VM_j$ and $ETE_{j,k}$ is the Expected Time to Execute $k$ cloudlets in $VM_j$. The Work_load of $VM_j$ is calculated as

$$WLD_{j} = \frac{\sum_{k=1}^{p} M_{j,k} L_{k}^{2}}{\sum_{k=1}^{p} M_{j,k} L_{k}}$$

where $L_{k}$ is the load attribute of the VM. In this FTVMA algorithm, the load attribute considered is the CPU utilization in seconds. Henceforth, the load can be given as,

$$WLD_{j} = \frac{\sum_{k=1}^{p} M_{j,k}}{\sum_{k=1}^{p} N_{j,k} L_{k}}$$

The new_load of the $VM_j$ can be calculated as

$$NLD_{j} = WLD_{j} + \frac{M_{j,k}}{\sum_{k=1}^{p} N_{j,k} L_{k}}$$

The Expected Time to Execute can be calculated as,

$$ETE_{i,j} = \frac{Size(CL_{i})}{Speed(VM_{j})}$$

The number of cloudlets successfully completed is termed as Hit Count and is defined by

$$HC_{tot} = \sum_{j=1}^{m} HC_{j}$$

where $HC_{j}$ is the hit_count of individual VM which is calculated as

$$HC_{j} = \frac{CL_{jexec}}{CL_{jemb}}$$

The FTVMA algorithm runs in the scheduler of the Cloudsim architecture. The FTVMA Scheduling algorithm is shown in fig. 4 and the notations used in the algorithm are given in Table 1.
IV. RESULTS AND DISCUSSION

The proposed FTVMA algorithm mainly focuses on minimizing the makespan. A proactive fault tolerant technique is introduced that assess the probability of failure at the time of scheduling. The FTVMA is evaluated using the cloudsim simulation environment and the results are compared with the existing scheduling algorithms such as Min-min, LBIMM algorithm [14] and EMin-Min algorithm [6].

A. Experimental Setup

The simulation programs are used for modeling the behavior of the system (CPU, network etc.) by calculating and analyzing the interaction among different entities of the system using mathematical formulas, or by actually capturing the observations from a production system [18]. Cloudsim is a frame work developed by the GRIDS laboratory of university of Melbourne that enables seamless modeling, simulation and experimenting on designing cloud computing infrastructures [18]. The cloudsim simulator environment is used for evaluating the performance of the proposed algorithm. The characteristics and features of cloudsim related to this work is discussed below. The cloudsim architecture shown in fig. 5 comprises of Data Center, Scheduler wherein the proposed scheduling algorithm is implemented, cloudlets, VMs and the physical host.

Cloudsim can be used to model data centers, host, service brokers, scheduling and allocation policies of a large scaled cloud platform [19]. Cloud helps in VM provisioning at two levels: At the host level and at the VM level. At the host level, it is possible to specify how much of the overall processing power of each core will be assigned to each VM. At the VM level, the VM assigns a fixed processing power to the individual cloudlets. This is termed as VM Scheduling [19]. Every datacenter should register with Cloud Information Service registry (CIS). The user requests are mapped to suitable cloud providers. The available list of cloud providers are issued by the CIS. Among the list, the cloud providers which are capable of providing the needed services are identified and a perfect matching provider is submitted with the application [18]. The main components of Cloudsim and their relationships are given below.

Host: It models a physical server.
VM: It models a virtual machine which runs on the host.
Cloudlet: It models the cloud-based application services.
Datacenter: It models services offered by cloud providers. It consists of homogeneous or heterogeneous compute hosts.
CIS: An entity that registers datacenter entity and discovers the resource.
VM Allocation: A provisioning policy at the datacenter level. It helps in allocating VMs to hosts.
VM Scheduler: Runs at each host to allocate processors to VMs.

**Fig. 4 Proposed FTVMA algorithm**

**Fig. 5 Cloudsim Architecture**
Cloudlet Scheduler: Runs at VM and defines policies to share processing power to the cloudlets in a VM [19].

In this simulation, the number of VMs created is 16 and the number of cloudlets is 512. The characteristics defined for cloudlet are shown in Table 2.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cloudlet_Id</td>
<td>0 to 511</td>
</tr>
<tr>
<td>Cloudlet_Length</td>
<td>2,00,000 MI to 4,00,000 MI</td>
</tr>
<tr>
<td>Cloudlet_Size</td>
<td>200 to 500 MB</td>
</tr>
</tbody>
</table>

The characteristics of VMs defined in the simulation are given below in Table 3.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>VM_Id</td>
<td>0 to 15</td>
</tr>
<tr>
<td>MIPS</td>
<td>50 to 500</td>
</tr>
<tr>
<td>VM_ImageSize</td>
<td>1000</td>
</tr>
<tr>
<td>No. of CPU for each VM</td>
<td>1</td>
</tr>
<tr>
<td>Hypervisor</td>
<td>Xen</td>
</tr>
</tbody>
</table>

Table 2. Characteristics of Cloudlet

### B. Performance Metrics

The performance metrics used to evaluate the proposed FTVMA algorithm are makespan, hit_count and the average VM utilization. These metrics clearly defines the performance in such a way that, makespan and hit_count ensures the level of QoS and the average VM utilization ensures the level of QoE. These metrics are defined below.

**Makespan:** It is defined as the maximum of ready time of all the VMs. The LCT of all the available VMs are calculated and the maximum of all the LCT is termed as makespan and is given by equation (10).

\[ \text{Makespan} = \max \{LCT_j\} \]  

**Hit Count:** It is defined as the number of cloudlets successfully completed its execution among the set of cloudlets submitted for that schedule without failure. The hit_count of each VM is calculated using the equation (9) and the overall hit_count is calculated using the equation (8).

**Average VM Utilization:** The utilization of each VM is calculated with its load assigned to it by the scheduler and is given in the equation (11).

\[ VM_{util} = \frac{\sum_j W_j}{\sum_j X_{jT}} \times 100 \]  

and the Average VM Utilization is given by the equation (12).

\[ AV_{util} = \frac{1}{N} \sum_{j=1}^{N} VM_{util_j} \]

### C. Experimental Results

The proposed FTVMA algorithm is evaluated in the above mentioned experimental setup and the results obtained are compared with the existing algorithms Min-min, LBIMM algorithm [14] and EMin-Min algorithm [6].

The data sets taken for evaluation are categorized into 4 different cases of 512 cloudlets and 16 VMs each.

- **Case 1** depicts the data with less performing VMs and cloudlets that requires low performing resources for execution (LVLC).
- **Case 2** depicts the data with highly performing VMs and huge cloudlets that requires high performing resources for execution (HVHC).
- **Case 3** depicts the data with less performing VMs and huge cloudlets that requires high performing resources for execution (LVHC).
- **Case 4** depicts the data with highly performing VMs and cloudlets that requires low performing resources for execution (HVLC).

Since the different combinations taken represent all types of real time scenarios, the data are grouped in these four cases. The performance analysis of FTVMA based on makespan is depicted in fig. 6. The results shows that the proposed FTVMA has comparatively reduced makespan than the existing algorithms Min-min, EMin-min and LBIMM. Since FTVMA allocates VMs based on failure rate and minimum execution time, the makespan is minimized.

Hence the proposed algorithm has relatively minimized makespan than the other algorithms. In case 4, the data considered is the high performing VM and less requirement cloudlet. Hence there is a significant reduce in makespan of all the algorithms.

Fig. 6 Performance Analysis of FTVMA based on makespan in milliseconds

An important metric to measure the performance based on failure rate is the hit_count. Based on hit_count, when compared, the proposed FTVMA shows higher number of successfully completed cloudlets without any failure. The comparison is depicted in fig.7 and it shows that the LBIMM has reduced hit_count than the other algorithms since it doesn’t concentrate on failure rate of VMs. The proposed FTVMA algorithm has increased hit_count when compared to other algorithms.
In terms of VM utilization, the metric used to measure the performance is the average VM utilization. The comparison is shown in fig.8, from which it is inferred that the proposed FTVMA algorithm has increased VM utilization on an average of 89% for all four cases. Irrespective of cases, the VM utilization seems to have similar range of values in percentage.

V. CONCLUSION AND FUTURE WORK

In this work, a fault tolerant based scheduling algorithm is proposed that positively finds a perfect match of VM considering the failure rate of VMs and also in view of reducing the makespan. The proposed algorithm is tested in different scenarios where in the low requirement cloudlets submitted to high performing VMs, high requirement cloudlets submitted to less performing VMs, the low requirement cloudlets submitted to low performing VMs and the high requirement cloudlets submitted to high performing VMs. In our real time cloud environment these four categories are necessarily to be addressed. The proposed FTVMA algorithm works by considering all these factors and results in reduced makespan, improved hit_count and VM utilization. This work can be extended in terms of considering other measures such as scalability by considering the overloaded and underloaded VMs. This can be further extended with dynamic VM consolidation methodologies.
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