Performance Analysis of Distributed Real Time Optimization Technique for Optimal Power Flow Problems

Shweta Singh, Rajnish Bhasker

Abstract—For conventional electric power system, penetration of high level of distributed generation is new challenge. Distributed energy resources produces on-site electricity, by which it reduces the requirement of new transmission line set up and also provides reduction of line losses. In earlier days, centralized optimization approaches have been the primary way of optimization of power system. In centralized approach of optimization, optimal power flow operation is performed by collecting information at central controller. But because of increase of size of power system and enhancement of distributed resources from demand side various problem arises in performing computation and control in centralized approach. Optimal operation of power flows are utilized in planning and scheduling of generation of power. Most of the non-conventional resources are located at the distribution grid. So to handle the uncertainty associated in renewable energy resources, load demands etc. there is a need of development of distributed algorithm for AC-optimization problems. This paper realizes in real time time optimization and to track the time varying OPF problem and for numerical optimization method different quasi-Newton methods are used. For time varying loads there is a requirement of an algorithm technique that can track variant load on faster time scale. So, to address these challenges various approaches or techniques are presented.
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I. INTRODUCTION

As we know that the conventional power grid consist of generating stations, transmission lines which provides transfer of power from power generating station to distribution grid, and distribution grid provides generated power to consumers at load side.[1] The conventional grid transfers power from generating side to load side i.e. unidirectional. Conventional grid provides conversion of only one third of fuel input into electric power because of heat losses at generating station and transmission losses at transmission line. So to reduce these losses and improve efficiency of power grid renewable energy resources are located at distribution side. Renewable energy resources are introduced to provide reduction of carbon emission, improvement of stability and efficiency of arrangement.[2] In earlier days, power system research was mainly done on the central part of grid, can say that started from generating side through transmitting part and then to substations. On core network of power system optimization and control was done by centralized approaches like an ISO.[3], [4], [4]–[9] But now the focus is shifted towards the distribution side due to integration of renewable energy resources, ability of self healing and demand response and this new structure is called as smart grid. The most important problems in smart grid are optimal power flow. The aim of OPF is optimization of generation cost which is subjected to constraints of demand and network.[6], [10]–[17]. For solving the OPF heuristic approaches were employed generally but by this approach incurring of optimal solution are not guaranteed. Assumptions like lossless parameters provides easy calculation, make the equation linear and this obtained equation is called as DC-OPF.[18] This DC-OPF will not provide accurate solution under all circumstances problems of optimization and control are formulated by using network parameters like impedances of line, parameters of generators, network topology, load parameters, flow and output limits. So in centralized computation ISO (Independent System Operator) collects all required parameters and perform computation centrally. [19] In distributed optimization algorithm instead of collecting parameters of all problems and performing a calculation centrally, it obtain

Problem parameters via communication with limited neighbours set and perform computation by many agents. [20]–[22]

There are various advantages of using distributed algorithms over centralized algorithms some of these are: (a) cyber security improvement and reduction of cost of communication infrastructure required, (b) advantageous in terms of data privacy , constraints, costing function and measurements, (c) distributed algorithms are preferable to use instead of using central optimization controller because of solution speed, can address maximum problem size.[23]–[27] By decentralized algorithm technique, failure of communication between regions can be handled easily than in a centralized algorithm technique because processor in each region can attend local needs.[28]–[30] It is important to solve optimal power flow efficiently because of increase of penetration of renewable energy resources. So effective solving of optimal power flow can be used in real time application. [31][32]

Organisation of analysis is given as: In first section introduction is given. In section II overview of distributed model of power system is provided. In section III formulation of optimal power flow problem and the important background is provided. In section IV summary of various distributed optimization techniques are given.
Section V gives the overview of real time optimization of power flow equation

II. OVERVIEW OF DISTRIBUTED MODEL OF POWER SYSTEM AND OPTIMAL POWER FLOW PROBLEM

A. Distributed model of power system:

In this section we will summarize the equation of power flow with some approximations and assumptions that are relevant with distributed technique of optimization. 

First we consider a distributed network of power system with n-no. of busses. Each bus is associated with voltage phases, active as well as reactive power injections. 

Let, \[ V_i = |V_i| \angle \theta_i \]

Where \( V_i \) is the voltage of \( i_{th} \) bus, which means vector voltage of bus. 
\[
V = [V_1 V_2, ..., V_n]^T \in C^n 
\]

\( P_i + jQ_i \)

\( P_i \) represents active power injected at the \( i_{th} \) bus and \( Q_i \) represents the injection of reactive power at the \( i_{th} \) bus.

And vector representation of given active and reactive power are represented as, 
\[
P = [P_1, P_2, ..., P_n] 
\]
\[
Q = [Q_1, Q_2, ..., Q_n]^T 
\]

Admittance of line \((i, k)\) is represented as 
\[
y_{ik} = g_{ik}$-$j$b_{ik} 
\]

Where, \( g_{ik} \) is conductance of line \((i, k)\) and \( b_{ik} \) is susceptance of line \((i, k)\)

Let shunt admittance of the \( i_{th} \) bus is \( y_{ii} = j b_{ii} \)

The active power flowing via transmission line \((i, k)\) can be represented as, 
\[
P_{ik} = \frac{|V_i|^2}{g_{ik}} |V_k|^2 \left( g_{ik} \sin(\theta_{ik}) - b_{ik} \cos(\theta_{ik}) \right) 
\]

The reactive power flowing via transmission line \((i, k)\) can be represented as, 
\[
Q_{ik} = \frac{|V_i|^2}{g_{ik}} |V_k|^2 \left( g_{ik} \sin(\theta_{ik}) + b_{ik} \cos(\theta_{ik}) \right) 
\]

Where, \( \theta_{ik} = \theta_i - \theta_k \)

III. OVERVIEW OF OPF AND ITS FORMULATION

OPF was mainly used for planning purpose in traditional power grid like it was used to find the state of system. But in smart grid, OPF techniques are used for handling various uncertainties involved in renewable energy resources and load demands.[33]

A. Problem formulation of OPF:

Performance of system are optimized by OPF problem on the basis of specified objective function. 

Given objective function \( F \) are represented on the basis of generation cost. 

\[
i.e. F = \sum_i c_{2,i} P_{Gi}^2 + c_{1,i} P_{Gi} + c_{0,i} 
\]

Where, \( c_{2,i} \geq 0, c_{1,i} \geq 0, \)

\( c_{1,i} \) and \( c_{0,i} \) are scalar coefficients of generator at \( i_{th} \) bus.

\( P_{Gi} \) = power generated at the \( i_{th} \) bus.

Where, \( \zeta \) = set of generator buses.

Losses are represented as, \( F = \sum_i \in N P_{Gi} \)

Proximity to desired voltage profile are represented as, \( F = \sum_i \in N (|V_i|^2 - |V^*|^2)^2 \).

\( |V^*| \) is desired voltage profile.

Some constraints are subjected for minimization of generation cost, and for minimization of optimization problem other subjected constraints are physical constraints like limits of power and bus voltage etc.

The OPF problem given here is, 

\[ \min \ F \]

Subjected to 
\[ |V_i| = V_i^{ref} \]

\[ |V_i| = V_i^{ref} \quad \forall \ i \in N \]

\[ P_{i}\text{min} \leq P_i \leq P_{i}\text{max} \quad \forall \ i \in N \]

\[ Q_{i}\text{min} \leq Q_i \leq Q_{i}\text{max} \quad \forall \ i \in N \]

\[ (V_i^{\text{min}})^2 \leq |V_i|^2 \leq (V_i^{\text{max}})^2 \quad \forall \ i \in N \]

\[ f_{ik}(V_i, V_k) \leq I_{ik}^{\text{max}} \quad \forall \ (i, k) \in L \]

Where, \( f_{ik}(V_i, V_k) \) denotes the appropriate flow function for line \((i, k)\) \( \in \) L.

Solving of problem by centralized approach is not practical if size of system increases i.e. the number of buses increases. So to tackle this problem distributed optimization techniques are used.

IV. DISTRIBUTED OPTIMIZATION TECHNIQUE

Distributed optimization techniques are employed in problems due to limitations of computation and memory limits. It is difficult to summarize whole optimization problem centrally because problems of different grids are known by different subsystems.

In given segment brief reviews are presented on how optimization techniques are utilized in a distributed way. Various distributed optimization techniques are (1) Primal decomposition method, (2) Dual decomposition method, (3) ATC, (4) APP, (5) OCD, (6) CI.

A. Primal decomposition:

The idea of decomposition comes up primarily for solving very large problems which were difficult to solve by using standard optimization techniques.
Primal decomposition method is simplest decomposition method. In this subsystem coordinates choose some primal variables. Consider an unconstrained minimization problem,

Minimize $F(x) = F_1(x_1, y) + F_2(x_2, y)$

Where variable denoted by $x$ is $(x_1, x_2, y)$.

Let $\phi_1(y)$ denotes the optimum point of the problem given above.

In similar way, let $\phi_2(y)$ denotes the optimum point of problem.

The problem given in equation can be rewritten as,

Minimize $y$ of $\phi_1(y) + \phi_2(y)$

Addition of the optimal values of sub problems is master problems.

So primal method of decomposition is the basic decomposition technique as in this primal variables of master algorithm are gets manipulated. Very simple decomposition algorithm can be obtained by solving master problem by using sub gradient method.

**B. Dual decomposition method:**

This can be expressed as follows:-

Minimize $\sum_{i=1}^{N} F_i(x_i, y_i) + F_2(x_2, y_2)$.

As the optimization problem of the Lagrangian functions which have a separable structure can be solved by using dual decomposition techniques.

The Lagrangian is expressed as,

$\alpha^k$

An iterative method used by dual decomposition called as “dual ascent”.

$x_i^{k+1} = \arg \min_{x_i} L_i(x_i, y^k)$

$y^{k+1} = y^k + \alpha^k \left( \sum_{i=1}^{N} (A_i x_i^{k+1} - b) \right)$

Where, $\alpha^k$ is the step size of specific iteration.

**C. Alternating Direction Method of Multipliers:** - ADMM algorithm was obtained after amalgamation of two earlier proposed algorithms. These two proposed algorithm are based on algorithm of dual ascent and multipliers method which is used for the solution of the augmented Lagrangian problems in distributed way.[34], [35]

The form of optimization problem on which ADMM is applicable is

$$\min_{x,y} f(x) + g(y)$$

s.t. $Px + Qy = B$

Where, $P$ and $Q$ are specified matrices.

$x$ and $y$ are decision variables.

$B$ is specified vector.

$f(x)$ and $g(y)$ are specified functions.

On the basis of augmented Lagrangian the ADMM are represented as:

$L = f(x) + g(y) + s^T (Px + Qy - c) + \rho / 2 \| Px + Qy - c \|^2$

**D. Analytical target cascading:**

ATC is based on iteration and hierarchical technique of solution of an optimal problem. The sub problems obtained by splitting of optimization problem in ATC are related with each other by a tree structure. Convergence of algorithm is guaranteed if all the sub problems are convex.

**E. Auxiliary problem principle:**

as similar to techniques used above the optimization problem of APP technique also get decomposes into sub-problems. To ensure consistency between the sub-problems on augmented Lagrangian approach is used. In this also if sub problems are convex then convergence is guaranteed.

**F. Optimality condition decomposition:**

In this technique, in its sub-problem it can vary its associated value only. A central coordinator is not needed by OCD techniques. In this technique when the coupling between sub-problems is weak then only an effective condition for convergence holds.

**G. Consensus + Innovation:**

As in above technique each variable gets associated to specific problems but in given method all variables in given problem can vary by using an iterative algorithm. Except this above conditions all other condition of above two methods are similar. C+I technique carry out computation in distributed way, it does not require any central coordinator.

Methods used above have some specific tunable parameters which can be tuned as per the requirement to enhance operation of the arrangement. The step size parameters $\rho$ are the parameters on which performance of ADMM-method depends. Performance of various methods or techniques are basically problem dependent. As different optimization techniques have different speed of convergence, level of accuracy, efficiency of performance, and speed of computation, so approach of selection depends on the requirement of user, and kind of application. No any single technique can perform satisfactory operation in all situations.

**V. REAL-TIME OPTIMIZATION AND CONTROL& RESULTS**

For future applications of power system, real time optimization may require in large power system network with distributed renewable energy resources. For time varying optimization problem, various online algorithms have been developed. In offline algorithms, in each iteration one cannot apply final solution to the power system network until the convergence of which occurs to equilibrium.

The two main advantages of online closed loop system with optimization algorithm are: it tracks the changing network condition naturally therefore this algorithm provides robustness to disturbances and uncertainties of fluctuations in loads. For future application in distributed energy of large network the centralized approaches will not be convenient because of cost of collection and communication of required state is high and because of the need of protection of personal messages or information’s. So for such requirements, the only viable solution is online optimization or real time distribution
As for real-world problems, mathematical formulations are derived on the basis of some assumptions and under these assumptions also it is not easy to get dissociated result from power system of large network. As we know that output in renewable energy resources are not certain due to which it is difficult to forecast the output accurately and difference occurs in between actual output and forecasted output. And hence safety problems cannot be tackled properly because of violation in constraints due to uncertainty in output. Therefore for real time operation deterministic optimal power flow techniques are not appropriate. Since, conventional optimal power flow techniques are suitable only for slow time scale applications. For numerical technique to get optimum point different quasi-Newton methods are used. Time variant optimization algorithm satisfies operational constraints on the basis of specific algorithm and also satisfies the power flow equation by design. Online algorithm of optimal power flow problem update the control value \( u(t) \) for every interval and this update is done by using controller and then controller applies this control variable to the grid. Power flow equation \( F(x,u(t))=0 \) is solved by grid to find out the state variable and then use this state variable to find the next control variable \( u(t+1) \) for next time period. So can say that time varying optimisation method calculates a control value \( u(t) \) in each iteration and then apply this \( u(t) \) to the grid and then grid solve the power flow equation at real time scale and hence calculate the state \( x(t) \). In time varying optimisation algorithm based on quasi Newton methods, for tracking of optimum point, we find the constraints and values of decision variables and then to calculate a minute correction we utilizes them as the initial point.

VI. CONCLUSION

As the renewable energy resources brings new challenges in operation of power system network. Due to fluctuations in renewable energy resources the network operator has to update the operations in fast way. So this can be performed by real-time optimization. This paper realizes the challenges in optimal power flow and real time optimization and hence to address these challenges various approaches or techniques are presented. In this paper various topics are reviewed in sequential way like OPF, distributed optimization and then real time OPF and the main purpose was to identify recent promising method used for optimization. To address challenges like less computation time, good accuracy and convergence, tracking of the changing network condition naturally various methods are explored and hence it can be concluded that there is not sufficient research on online optimization. So for that new solution techniques are required.
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