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Abstract: Regression testing is performed to make conformity that any changes in software program do not disturb the existing characteristics of the software. As the software improves, the test case tends to grow in size that makes it very costly to be executed, and thus the test cases are needed to be prioritized to select the effective test cases for software testing. In this paper, a test case prioritization technique in regression testing is proposed using a novel optimization algorithm known as Taylor series-based Jaya Optimization Algorithm (Taylor-JOA), which is the integration of Taylor series in Jaya Optimization Algorithm (JOA). The optimal test cases are selected based on the fitness function, modelled depending on the constraints, namely fault detection and branch coverage. The experimentation of the proposed Taylor-JOA is performed with the consideration of the evaluation metrics, namely Average Percentage of Fault Detected (APFD) and the Average Percentage of Branch Coverage (APBC). The APFD and the APBC of the proposed Taylor-JOA is 0.995, and 0.9917, respectively, which is high as compared to the existing methods that show the effectiveness of the proposed Taylor-JOA in the task of test case prioritization.
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I. INTRODUCTION

Software systems have spread everywhere in the world from the modern households to the space stations. Software is acting complex, in the presence of multifold functionalities for the facilitation of different services. In the same way, testing of these complex software systems is becoming very tedious. Thus, the requirement of the number of test item increases considerably that increases the cost of testing.

Testing of software is the main step in software development life cycle (SDLC), and the test case must be developed for the improvement of the quality of software. A testing process becomes successful, if it has the ability to find the as-yet-undiscovered error [10] [4]. The testing is a continuous process that continues till the maintenance of the project, after the coding phase of SDLC. The SDLC can be grouped as two activities, such as verification and validation. Verification is the evaluation of the mediator products of the software to check the satisfaction of the conditions stated at starting phase, whereas validation is the evaluation of the end product to find whether the software satisfy the requirements that were specified [11] [4]. Testing involves the programs to find the bugs and faults in software, and there are various methods of testing that the tester of software uses based on their needs, such as Mutation Testing, Regression Testing, security testing, stress testing, load testing, white Box Testing, and black box testing. Based on the type of testing, the tester develops certain number of test cases, which is termed as Test Suite [9].

During testing, the tester decides the number of test cases, and then implements it on software depending on the developed test cases and finally, verifies the results of the executions that were performed. Regression testing is a method of testing that is applied on the altered application with the use of pre-defined sets of test cases. In this type of testing, the test cases are prioritized in such a way to reuse the test cases that were generated newly and the existing test cases. Test case prioritization is performed with various methods, and in test case prioritization, all the test cases are organized in such an order to magnify the equitable characteristics. For the establishment of the priorities of test cases, some factors based on the needs are tested and selected, and then the preference is granted to each test case. The test case prioritization paves a way to lineup and executes the test cases with maximum priority to find the earlier faults [9]. It prioritizes the test cases based on business impact, importance, and frequently used functionalities [12], and attempts to order the test cases for execution in such a way to increase the likelihood to reveal the faults early at the process of retesting [13]. Prioritization increases the probability that if the testing ends prematurely, the most important test cases may run [14]. These prioritization methods make the testers to order their test cases in such a way that the test cases possessing higher priority are executed earlier as compared to the test cases possessing lower priority. As the TCP methods do not discard the test cases, they have the capability of avoiding the limitations of test case minimization methods [15], [16], [6].

However, there are number of test cases that make in use of the prioritization methods for increasing the efficiency of the fault detection rate [17]. Regression testing is an expensive and integral part in the software testing process, and in order to reduce its effort, test case prioritization methods were developed [6]. All the test case prioritization methods must address one or more objectives of test case prioritization, and the selection of the test cases may give the way to optimize the performance goals, like minimization of execution time and maximization of fault coverage. Some of the optimization methods are important in increasing the software quality and reducing the testing.
process. There are various traditional and heuristic methods for test case optimization, such as greedy search and so on, but all are affected with the problem of local optima. The soft computing meta-heuristic application is effective in the testing phase of software in the development of software [18]. There are various soft computing methods applied in various phases of the software development cycle. Some of the beneficial approach is fuzzy logic, genetic algorithm, artificial intelligence and so on. Some of the advanced types of meta-heuristic algorithm were applied on test case prioritization, such as Artificial Bee Colony (ABC), Particle Swarm Optimization (PSO), Ant Colony Optimization (ACO), Cuckoo search (CS), and Harmonic Search (HS). All these algorithms were nature inspired and works in an optimized nature. The aim is to solve the multi-objective test case optimization that provides an accurate result and satisfy the objectives including less time, code coverage, and maximum fault coverage [7].

The main intention for the development of proposed concept is to prioritize the test cases by proposing a novel optimization algorithm. The test case to be selected for the detection of fault is decided based on two important constraints, namely branch coverage and fault. The searching criterion is developed as an optimization problem to obtain the optimal test cases based on the branch coverage and fault and the optimization exploits the fitness measure for determining the optimal test cases. The fitness function for optimal test case generation is performed by the consideration of the constraints. The developed optimization algorithm, known as Taylor-JOA is developed by the hybridization of Taylor series concept [25] in JOA [23]. Thus, the test case prioritization in the regression testing is performed using the proposed Taylor-JOA-based test case prioritization with the consideration of five subjects, namely print_tokens, schedule, print_tokens2, schedule2, and space [24].

The major contribution of the paper is:

II. BI-OBJECTIVE CONSTRAINT AND TAYLOR-JOA FOR THE TEST CASE PRIORITIZATION

The method of test case prioritization termed as Taylor-based Jaya Optimization Algorithm is proposed to find the fault with minimum time by considering the bi-objectives, such as branch coverage and fault detection.

The organization of the paper is described as: section 1 explains the introduction to the need of test case prioritization. Section 2 deals with the literature review and the drawbacks associated with the existing methods. Section 3 deals with the proposed system of test case prioritization using the Taylor-JOA. Results and discussion are discussed in section 4 and the section 5 concludes the paper.

A. Literature survey

The eight literatures related to the test case prioritization are discussed as: Yi Bian et al. [1] developed the Epistatic Test case Segment (ETS) based ACO, which had a considerable improvement to the origin regarding the efficiency. In addition, it overcame the conventional NSGA-II algorithm, but the external threats lowered the accuracy including the features under test and the objectives that were utilized. Jinfu Chen et al. [2] modelled the adaptive random sequence approach based on clustering, which was good in case of large scale object-oriented software (OOS) testing, but the sampling strategy was needed to be improved for the better optimization of the test case prioritization (TCP). Breno Miranda and Antonia Bertolino [3] designed the Scope-aided testing approach for test prioritization. This strategy, when applied to minimize the test suites lowered the impact in terms of reducing the in-scope fault detection capability, but was not suitable to maintain consistently in all studies. Soumen Nayak et al. [4] developed the test Case Prioritization Technique with the improvement in the Rate of Fault Detection. Maximum faults were detected with the consumption of less time using this method, but cannot be used in real-time situations. Deepak Panwar et al. [5] modelled the Meta-heuristic technique called ACO that was able to find the maximum faults with the execution of minimum numbers of test cases, but the theoretical analysis was difficult. S. K. Harikarthik et al. [6] developed the Modified Artificial Neural Network classification algorithms for test case prioritization that required very less time and memory requirements, but had increased computational burden. Sushant Kumar and Prabhak Ranjan [7] modelled the ACO based test case prioritization that required reduced effort and cost in case of regression testing operation, but took crucial time in the selection of test case. Aitor Arrieta et al. [8] developed the multi-objective test generation and prioritization approach that was very effective in finding the faults in test cases, but provided very less performance.

B. Challenges

There are various problems associated with the conventional methods of test case prioritization, which are stated as,

• Adaptive methods of test case prioritization suffer from financial and scalability problems [19].
• The conventional test case prioritization method utilized in [20] do not lower the count of generated test cases, and hence affected with the problems of time complexity in running the generated test cases.
• Risk-based prioritization of test cases with the use of a fuzzy expert model in [21] has reduced efficiency in computation.
• Input-based adaptive randomized prioritization utilized in [22] was not able to handle the input datasets of large size, and thus cost effective results are not possible to be obtained.
• The traditional methods of test case prioritization consider the fixed strength and not the multiple strengths [6], when selecting the test case. Thus, to solve those issues, an advanced method is needed to be developed.

III. PROPOSED TAYLOR SERIES-BASED JAYA OPTIMIZATION ALGORITHM IN TEST CASE PRIORITIZATION

The primary aim of this paper is to design a test case prioritization method in the regression testing by proposing
a novel optimization algorithm. The test case to be selected is decided using a searching criterion based on two major constraints, such as fault and branch coverage. Accordingly, the effective searching criterion is formulated to find the optimal test cases depending on the constraints. The searching criterion is formulated as the problem of optimization, which is solved with an algorithm, named Taylor-JOA. The proposed Taylor-JOA is designed by introducing Taylor series concept in JOA and the fitness function for the optimal test case generation is carried out by considering bi-objectives, such as coverage and fault. Thus, the regression tester performs the test case prioritization in the regression testing using the proposed Taylor-JOA. Moreover, it considers five subjects, such as print_tokens, print_tokens2, schedule, schedule2, and space, for experimentation. The block diagram of the proposed Taylor-JOA based test case prioritization technique is depicted in figure 1.

![Fig. 1 Block diagram of the proposed Taylor-JOA in test case prioritization](image)

**A. Generation of test cases**

The test cases are usually employed for detecting the fault with the loop by loop execution of the program while acquiring the minimal execution time. The execution time and cost is minimized when minimum test cases are chosen for software testing that aims at finding the fault present in a program. The test cases are generated with the consideration of two constraints, namely fault detection and branch coverage. The test cases with the maximal ability for detecting the faults and maximal branch coverage are chosen for the effective generation of the test cases. As an instance, let us consider that there are three attributes in each test cases such that the generated test cases are of size, $[3 \times 3]$. The generated test cases are subjected to prioritization that defines the order of execution of test cases. In other words, the test case are executed in the order of their priorities with the test case with highest priority is said to be executed first.

**B. Test case prioritization**

The test cases obtained from the previous step are prioritized to manage the order of execution in an optimal way to find the fault in the software programs with minimum execution time using the proposed Taylor-JOA algorithm. The chosen test cases should cover the entire software program through checking each and every loop and branch for fault thereby, achieving maximal fault and branch coverage. The fitness measure is formulated based on the two objectives, termed as maximum fault detection and maximum branch coverage.

**Solution encoding**

Consider three test cases, $t_1$, $t_2$, and $t_3$ and the order of execution of test cases is based on the priorities and the prioritization is enabled based on the constraints, such as fault detection and branch coverage. The fitness value of the test cases lies between 0 and 1, and the test case possessing minimum value of fitness is given the highest priority. Assume that $t_2 < t_1 < t_3$, then the test case $t_2$ is given first priority $p_1$, the test case $t_1$ is provided second priority $p_2$, and the test case $t_3$ is given the third priority $p_3$. Thus, the order of execution is given as $t_2,t_1$, and $t_3$. Figure 2 shows the solution encoding of the proposed Taylor-JOA based test case prioritization method.

![Fig. 2 Solution encoding of proposed Taylor-JOA](image)

**Fitness**

The order of execution of the test case is decided depending on fitness measure, which relies on the constraints, such as fault detection and branch coverage. The relation for fitness is expressed as,

$$Fitness = \frac{APFD + APBC}{2}$$  \hspace{1cm} (1)

a) **Average Percentage of Fault Detected (APFD):**

This metric indicates the weighted average of faults that are detected, and it is widely utilized in the evaluation of the test case prioritization methods. The APFD depends on the factors, such as order of execution of the faults, number of test cases and the number of faults, and it is expressed as,

$$APFD = 1 - \left[ \frac{T_{f_1} + T_{f_2} + \ldots + T_{f_u}}{ku} \right] \times \frac{1}{2u}$$  \hspace{1cm} (2)
where, \( k \) is the number of test cases, \( n \) is the number of faults, \( T_{f1} \) is the position of initial test in the test suite that detects fault 1, \( T_{f2} \) is the position of initial test in the test suite that detects fault 2, and \( T_{fu} \) is the position of initial test in the test suite that detects the fault \( u \). Consider an example with three test cases, such as \( t_1, t_2, \) and \( t_3 \) with their respective priorities being \( p_1, p_2, \) and \( p_3 \). Assume that the program consists of two faults \( f_1, \) and \( f_2, \) to be detected. The test cases mentioned above finds both the faults \( f_1, \) and \( f_2, \) and the factors, \( T_{f1} \) and \( T_{f2} \) depends on the test cases priority even if all the test cases detect the faults and the value for \( T_{f1} \) and \( T_{f2} \) is the order of their test cases detecting the faults.

b) Average Percentage of Branch Coverage (APBC):

This metric estimate the rate of prioritized test suite that covers the branches. The APBD depends on the factors, such as order of execution of the branches, number of test cases and the number of faults, and it is expressed as,

\[
APBC = 1 - \left( \frac{T_{b1} + T_{b2} + ... + T_{bu}}{ku} \right) \times \frac{1}{2u}
\]  

(3)

Where, \( T_{b1} \) is the position of initial test in the test suite that covers the branch 1, \( T_{b2} \) is the position of initial test in the test suite that covers the branch 2, and \( T_{bu} \) is the position of initial test in the test suite that covers the branch \( u \). Consider an example with three test cases, such as \( t_1, t_2, \) and \( t_3 \) with their respective priorities being \( p_1, p_2, \) and \( p_3 \). Assume that the program consists of five branches \( b_1, b_2, b_3, b_4, \) and \( b_5 \) that are needed to be covered. Let us assume that the test case \( t_1 \) and \( t_2 \) covers all the branches \( b_1, b_2, b_3, b_4, \) and \( b_5 \), but the factors \( T_{b1} + T_{b2} + ... + T_{bu} \) is based on the priority of the test cases \( t_1 \) and \( t_2 \). For a method to be effective in test case prioritization, the values of APFD and APBC must be minimal, and the fitness measure is necessary to be minimal. Thus, in the fitness constraints in equation (2) and (3), the constraints APFD and APBC are subtracted from one.

Algorithmic steps of the Taylor series-based Jaya Optimization Algorithm

The test case prioritization phenomenon enormously helps in finding the faults present in a program through the loop by loop execution and covering all the branches within the minimal execution time. A lot of test case prioritization methods are available to identify the faults, but these techniques are highly time-consuming. In addition, the detection of changes in the software programs and the affected parts of the program acts as the major challenges in the existing methods of test case prioritization. Hence, there is a need for an algorithm that requires less time and effective in the prioritization of the test case. JOA is an efficient optimization algorithm that has the ability to solve both the unconstrained and constrained problems of optimization.

All the test cases are given as input to the proposed Taylor-JOA approach that optimizes the rules and produces enhanced results. The advantage of JOA over other optimization algorithms is that all the observations are utilized for both the training and validation process, and each observation is used for the validation exactly only once. One of the main reasons for the enhanced performance of the JOA is that it always moves away from worst solution and converges to best solution. The drawback seen in JOA is that it is a deterministic method and not a heuristic method and does not use a random function that leads to poor scalability. In order to overcome the limitations associated with the JOA, and to inherit the advantages of both Taylor series and the JOA, the concept of Taylor series is integrated in JOA. The Taylor series prediction (TSP) criterion is used as it increases the scalability, and able to rectify the drawbacks associated with the JOA. In addition, it provides more accurate prediction on current test cases even with greatly varying access patterns. The TSP can be compared using the first order, second order, and the higher order predictions, whereas the higher order predictions offer more accurate results.

i) Initialization:

The first step in the Taylor-JOA is the initialization of the parameters. The design variables \( p, \) candidate solutions \( q, \) and the termination conditions till the \( l^{th} \) iteration are initialized in this step.

ii) Fitness evaluation:

The fitness of the method is evaluated based on the constraints, namely fault detection and branch coverage. For a system to be effective, the fitness measure must be minimal, indicating maximum fault detection and branch coverage. The fitness value is estimated based on the relation expressed in equation (1).

iii) Generation of random variables:

The random variables for all \( g, \) where \( g = 1,2, ..., p \) were selected.

iv) Estimation of best solution:

The solution possessing least fitness value is selected optimally using the proposed Taylor-JOA optimization method, which indicates the order of test case prioritization. The standard expression for the JOA is expressed in equation (4) as,
\[ J_{g,h,l}^{s+1} = J_{g,h,l}^s + m_{1,g,l} \left( J_{g,\text{best},l}^s - J_{g,h,l}^s \right) - m_{2,g,l} \left( J_{g,\text{worst},l}^s - J_{g,h,l}^s \right) \]  

where, \( J_{g,\text{best},l} \) indicates the value of variable \( g \) for best candidate, \( J_{g,\text{worst},l} \) indicates the value of variable \( g \) for worst candidate, \( J_{g,h,l}^s \) is the absolute value, \( J_{g,h,l}^{s+1} \) is the updated value of \( J_{g,h,l} \), \( m_{1,g,l} \) and \( m_{2,g,l} \) are the random numbers for \( h^{th} \) variable at the \( l^{th} \) variable between 0 and 1, \( l \) is the iteration number, \( g \) is the design variable varying from 1 to \( p \), and \( h \) is the candidate solutions varying from 1 to \( q \).

\[
J_{g,h,l}^{s+1} = 0.5J_{g,h,l}^s + 1.3591J_{g,h,l}^{s-1} - 1.3590J_{g,h,l}^{s-2} + 0.6795J_{g,h,l}^{s-3} - 0.2259J_{g,h,l}^{s-4} + 0.0555J_{g,h,l}^{s-5} \\
- 0.0104J_{g,h,l}^{s-6} + 1.38e^{-2}J_{g,h,l}^{s-7} - 9.92e^{-5}J_{g,h,l}^{s-8}
\]

Equation (7) is the simplified expression of the Taylor series. Substitute equation (7) in equation (4) for the integration of the Taylor series in JOA,

\[
J_{g,h,l}^{s+1} = 2J_{g,h,l}^{s+1} - 2.7182J_{g,h,l}^{s-1} + 2.718J_{g,h,l}^{s-2} - 1.359J_{g,h,l}^{s-3} + 0.4518J_{g,h,l}^{s-4} \\
- 0.111J_{g,h,l}^{s-5} + 0.0208J_{g,h,l}^{s-6} - 2.76e^{-3}J_{g,h,l}^{s-7} + 19.76e^{-5}J_{g,h,l}^{s-8}
\]

Equation (9) is the standard expression of the Taylor-JOA algorithm that involves in the prioritization of the test cases. This expression is the update equation of the proposed Taylor-JOA, which performs the test case prioritization such that the test cases possessing higher priorities enable in finding the faults that are present in a program with the loop by loop execution covering the entire branches with minimum execution time.

v) Termination:

The process is continued, till the prioritization of the test cases with the completion of all iterations. The Pseudocode of the proposed Taylor-JOA is shown in algorithm 1.
IV. RESULTS AND DISCUSSIONS

In this section, the outcomes produced using the proposed Taylor-JOA based test case prioritization model and the conventional test case prioritization methods are explained. The performance of the proposed Taylor-JOA model is analyzed using two measures, such as APFD and APBC.

A. Evaluation metrics

The effectiveness of the proposed Taylor-JOA based test case prioritization model is analyzed using two measures, such as APFD and APBC and the metrics are described in the section 3.2.2 in detail. The software’s [26] used in the development of the proposed Taylor-JOA based test case prioritization model is described as below,

Print_tokens: It is a C language of Ad Hoc test type with seeded fault type of size 726 LOC, 18 Procedures (20,934,932 total bytes) developed originally by Tom Ostrand and the colleagues at the Siemens Corporate Research.

Print_tokens 2: It is a C language of test type named Ad Hoc with seeded fault type of size 570 LOC, 19 Procedures (20,088,511 total bytes) developed by Tom Ostrand and the colleagues at the Siemens Corporate Research.

Schedule: Similar to print_tokens, it is a C language of Ad Hoc test type with seeded fault type of size 412 LOC, 18 Procedures (15,692,125 total bytes) designed by Tom Ostrand and the colleagues at the Siemens Corporate Research.

Schedule 2: The schedule2 differs from schedule only in size, and the size of schedule2 is 374 LOC, 16 Procedures (17,836,149 total bytes).

Space: It is a C language of test type named Ad Hoc with real fault type of size 6199 LOC, 136 Procedures (268,950,867 total bytes).

B. Comparative methods of test case prioritization

The comparative methods considered are, random sequence approach [2], Whale optimization algorithm (WOA) [6], Ant Colony Optimization (ACO) [5], Jaya Optimization Algorithm (JOA) [23], and the proposed Taylor-JOA method. The performance of the proposed Taylor-JOA method is analysed and are evaluated using two metrics, namely APFD and APBC.

Comparative analysis of the methods of test case prioritization based on print_tokens

The comparative analysis of methods involved in the test case prioritization using print_tokens based on APFD and APBC for various population sizes are depicted in figure 3. Figure 3.a shows the analysis based on APFD for various population sizes. For the population size of 15, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9717, 0.985, 0.9683, 0.995, and 0.995, respectively. Similarly, when the population size is 20, the APFD for random sequence is 0.975, WOA is 0.9816, ACO is 0.955, JOA is 0.985, and the proposed Taylor-JOA is 0.995. When the population size is 25, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9817, 0.9717, 0.965, 0.953, and 0.9917, respectively.

Figure 3.b shows the analysis based on APBC for various population sizes. For the population size of 15, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9717, 0.985, 0.9683, 0.995, and 0.995, respectively. Similarly, when the population size is 20, the APBC for random sequence is 0.975, WOA is 0.9816, ACO is 0.955, JOA is 0.985, and the proposed Taylor-JOA is 0.995. When the population size is 25, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9817, 0.9717, 0.965, 0.965, and 0.9917, respectively. When the population size is 25, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9817, 0.9717, 0.965, 0.965, and 0.9917, respectively.
Comparative analysis of the methods of test case prioritization based on print_tokens

The comparative analysis of the methods involved in the test case prioritization using print_tokens based on APFD and APBC for various population sizes are depicted in figure 4. Figure 4.a shows the analysis based on APFD for various population sizes. For the population size of 15, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.97, 0.96, 0.96, 0.975, and 0.99, respectively. Similarly, when the population size is 20, the APFD for random sequence is 0.96, WOA is 0.98, ACO is 0.915, JOA is 0.975, and the proposed Taylor-JOA is 0.985. When the population size is 25, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.93, 0.965, 0.915, 0.925, and 0.985, respectively. Figure 4.b shows the analysis based on APBC for various population sizes. For the population size of 15, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.99, 0.995, 0.97, 0.98, and 0.995, respectively. When the population size is 20, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.965, 0.995, 0.995, 0.995, and 0.995, respectively. Similarly, when the population size is 25, the APBC for random sequence is 0.995, WOA is 0.99, ACO is 0.995, JOA is 0.99, and the proposed Taylor-JOA is 0.995.

Fig. 3 Comparative analysis using print_tokens based on a) APFD, and b) APBC
Comparative analysis of the methods of test case prioritization based on schedule

The comparative analysis of methods involved in the test case prioritization using schedule based on APFD and APBC for various population sizes are depicted in figure 5. Figure 5.a shows the analysis based on APFD for various population sizes. For the population size of 15, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.985, 0.9817, 0.965, 0.9783, and 0.9883, respectively. When the population size is 20, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9917, 0.9983, 0.9717, 0.985, and 0.9983, respectively. Similarly, when the population size is 25, the APFD for random sequence is 0.975, WOA is 0.9717, ACO is 0.9483, JOA is 0.985, and the proposed Taylor-JOA is 0.9917. Figure 5.b shows the analysis based on APBC for the variation in the population size. For the population size of 15, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.963, 0.953, 0.937, 0.967, and 0.981, respectively. When the population size is 20, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.959, 0.927, 0.881, 0.965, and 0.979, respectively. Similarly, when the population size is 25, the APBC for random sequence is 0.957, WOA is 0.951, ACO is 0.901, JOA is 0.949, and the proposed Taylor-JOA is 0.967.
Fig. 5 Comparative analysis using schedule based on a) APFD, and b) APBC

Comparative analysis of the methods of test case prioritization based on schedule 2

The comparative analysis of methods involved in test case prioritization using schedule2 on the basis of APFD and APBC for various population sizes are depicted in figure 6. Figure 6.a shows the analysis based on APFD for various population sizes. For the population size of 15, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9817, 0.9917, 0.9583, 0.9917, and 0.9917, respectively. Similarly, when the population size is 20, the APFD for random sequence is 0.985, WOA is 0.9917, ACO is 0.945, JOA is 0.995, and the proposed Taylor-JOA is 0.995. When the population size is 25, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.985, 0.9883, 0.9417, 0.9583, and 0.9917, respectively. Figure 6.a shows the analysis based on APBC for various population sizes. For the population size of 15, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9683, 0.9733, 0.9667, 0.9783, and 0.9783, respectively. When the population size is 20, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9683, 0.975, 0.96, 0.9683, and 0.9833, respectively. Similarly, when the population size is 20, the APBC for random sequence is 0.9733, WOA is 0.9667, ACO is 0.96, JOA is 0.96, and the proposed Taylor-JOA is 0.9817.
Comparative analysis of methods of test case prioritization based on space

The comparative analysis of methods involved in the test case prioritization using space depending on APFD and APBC for various population sizes are depicted in figure 7. Figure 7.a shows the analysis based on APFD for various population sizes. For the population size of 15, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.99, 0.985, 0.99, 0.985, and 0.995, respectively. When the population size is 20, the APFD for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.98, 0.97, 0.945, 0.995, and 0.995, respectively. Similarly, when the population size is 25, the APFD for random sequence is 0.995, WOA is 0.99, ACO is 0.96, JOA is 0.98, and the proposed Taylor-JOA is 0.995. Figure 7.a shows the analysis based on APBC for the various population sizes. For the population size of 15, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.985, 0.9817, 0.9783, 0.9683, and 0.9917, respectively. When the population size is 20, the APBC for the methods, such as random sequence, WOA, ACO, JOA, and the proposed Taylor-JOA is 0.9583, 0.985, 0.9883, 0.9683, and 0.9917, respectively. Similarly, when the population size is 25, the APBC for random sequence is 0.9883, WOA is 0.9617, ACO is 0.9817, JOA is 0.985, and the proposed Taylor-JOA is 0.9917.
C. Comparative Discussion

Table 1 depicts the comparative discussion of methods involved in test case prioritization in terms of evaluation metrics, namely APFD and APBC. The APDF of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject print_tokens is 0.975, 0.9817, 0.955, 0.985, and 0.995, respectively. The APBC of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject print_tokens is 0.937, 0.949, 0.939, 0.957, and 0.973, respectively. Similarly, the APDF of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject print_tokens2 is 0.99, 0.96, 0.985, 0.98, and 0.995, respectively. The APBC of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject print_tokens2 is 0.99, 0.96, 0.96, 0.975, and 0.99, respectively. In the same way, the APDF of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject schedule is 0.975, 0.9717, 0.9483, 0.985, and 0.9917, respectively. The APBC of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject schedule is 0.963, 0.953, 0.937, 0.967, and 0.981, respectively. The APDF of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject schedule2 is 0.985, 0.9817, 0.98, 0.99, and 0.995, respectively. The APBC of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject schedule2 is 0.9733, 0.9667, 0.96, 0.96, and 0.9817, respectively. The APDF of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject Space is 0.99, 0.99, 0.975, 0.99, and 0.995, respectively. The APBC of the methods, such as random sequence approach, WOA, ACO, JOA, and the proposed Taylor-JOA using the subject Space is 0.985, 0.9817, 0.9783, 0.9683, and 0.9917, respectively.

Fig. 7 Comparative analysis using space based on a) APFD, and b) APBC
Table 1 Comparative discussion of the methods test case prioritization

<table>
<thead>
<tr>
<th>Subjects</th>
<th>Metrics</th>
<th>Random sequence</th>
<th>WOA</th>
<th>ACO</th>
<th>JOA</th>
<th>proposed Taylor-JOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>print_token</td>
<td>APFD</td>
<td>0.975</td>
<td>0.9817</td>
<td>0.95</td>
<td>0.985</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>APBC</td>
<td>0.937</td>
<td>0.949</td>
<td>0.939</td>
<td>0.957</td>
<td>0.973</td>
</tr>
<tr>
<td>print_token</td>
<td>APFD</td>
<td>0.99</td>
<td>0.96</td>
<td>0.985</td>
<td>0.98</td>
<td>0.995</td>
</tr>
<tr>
<td>s2</td>
<td>APBC</td>
<td>0.97</td>
<td>0.96</td>
<td>0.96</td>
<td>0.975</td>
<td>0.99</td>
</tr>
<tr>
<td>schedule</td>
<td>APFD</td>
<td>0.975</td>
<td>0.9717</td>
<td>0.9483</td>
<td>0.9850</td>
<td>0.9917</td>
</tr>
<tr>
<td></td>
<td>APBC</td>
<td>0.963</td>
<td>0.953</td>
<td>0.937</td>
<td>0.967</td>
<td>0.981</td>
</tr>
<tr>
<td>Schedule2</td>
<td>APFD</td>
<td>0.985</td>
<td>0.9817</td>
<td>0.9817</td>
<td>0.9917</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>APBC</td>
<td>0.9733</td>
<td>0.9667</td>
<td>0.96</td>
<td>0.96</td>
<td>0.9817</td>
</tr>
<tr>
<td>Space</td>
<td>APFD</td>
<td>0.99</td>
<td>0.99</td>
<td>0.975</td>
<td>0.99</td>
<td>0.995</td>
</tr>
<tr>
<td></td>
<td>APBC</td>
<td>0.9850</td>
<td>0.9817</td>
<td>0.9783</td>
<td>0.9683</td>
<td>0.9917</td>
</tr>
</tbody>
</table>

V. CONCLUSION

Regression is termed as the retesting of unchanged parts of an application, where the test cases are executed again so as to analyze whether the earlier action of the application is acting well and the new modifications do not create any faults. This paper proposes a test case prioritization method in the regression testing using an optimization algorithm called as Taylor series-based Jaya Optimization Algorithm (Taylor-JOA), which is the hybridization of Taylor series in Jaya Optimization Algorithm (JOA). The test optimal cases are chosen on the basis of two constraints, termed as fault detection and branch coverage, and the fitness function is formulated in terms of these constraints. The performance of the proposed Taylor-JOA is analyzed based on the evaluation metrics, such as Average Percentage of Fault Detected (APFD) and the Average Percentage of Branch Coverage (APBC). The proposed Taylor-JOA produced the APFD of 0.995, and the APBC of 0.9917 that shows the superiority of the proposed Taylor-JOA. In future, the performance will be enhanced through the application of any other hybrid optimizations and with the inclusion of additional objective constraints.
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