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Abstract— Today information is very powerful tool and this information is highly unreliable and wrong information can be very manipulative. It can cause harm to life as well. This in today’s world is called fake news or yellow journalism. Media sometime tries to manipulate and take advantage of innocent viewers by making them believe something that is not real. This has come to publicity recently due to the US presidential election and how media was used to operate the results of the election. Sometime news channel want to garner attention hence they intentionally put this news and as it is our human tendency we always go for the bad apple and this spreads faster than a normal true news would have. The news source got what they needed but they did so by making a fool out of millions of people. So how do we make this problem go away? We train different machine learning algorithms to recognize between fake and real and we know that a machine cannot be subjective and its decision will always be fair and mathematical. Hence in this project we create an API which can tell whether given news is real or fake based of our training data.
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I. INTRODUCTION

By using Social Media and Internet the information can be transferred from one place to other place very rapidly by anyone. This information may be true or false. Proper ways to verify the information is very popular in now a day’s research. One of the major sources of false information is fake news. This is when a certain website or someone provides certain incorrect information mostly on purpose [3][4]. The disadvantage is that this “news” gathers much more interest than its true counterpart and spreads like wildfire. The news will have real consequences ranging from altered election outcomes to mob lynching where life faces threats [5]. Eradicating these fake news and finding credibility of the information has become one of the utmost important tasks for tech giants like Twitter and Face book[6] tops the list in amount of fake news as expected but countries like Turkey that are the major victims of this menace. Therefore in this paper we aim to try different algorithms to device an accurate system to detect fake information in social networks.

Data gathering is an important stage of any research. Getting data from Social network such as Facebook is even more tedious when compared to other networks [28].

II. LITERATURE SURVEY

For developing any software Literature survey is most important. Before developing the tool it is necessary to determine the time factor, economy and company strength. Once these things are satisfied, then next steps is to find the OS and which language. After this step we the programmers require lot of outside support. This support can be obtained from existing research works, senior programmers [16] or from different books or from many websites. Before building the system the above consideration is taken into account for developing the proposed system. We have to analysis the different techniques in Machine Learning.

A. Machine Learning

It is a division of algorithm that facilitates a software program to improve itself to become more and more accurate in predicting outcomes without actually being explicitly programmed. The fundamental concept of a machine learning algorithm is to receive data as input[1][2][3] and apply statistical analysis on them to foretell an outcome as well as updating itself for new data. The mechanism involved in this type of system is similar to that of data mining and another concept called predictive modeling. These two techniques use data set to realize patterns and improvising the program accordingly. One of the widely seen usages of machine learning is targeted advertisements [18]. This is when we search something online and then minutes later we are shown ads for the same of similar products. Here the system is adjusting itself in real-time.

The system used here is called recommendation engine. Other than that we see them being used in fraud detection, spam detection and filtering, creation of personalized news feeds. There are mainly two types of algorithms [19][20]. The first one is supervised learning and the other one is unsupervised learning. Along with these we have semi supervised and reinforcement learning as well. Supervised learning requires preprocessing of the data before training the model. Data analyst analyses the data and determines which variables are important and which are not. The variable thus selected must help in the prediction. Also in supervised learning the outputs and inputs both are required to train the model. Unsupervised learning does not require expected output to be given explicitly. But the drawback of this method is it requires large sets of data. These large sets of data are used to find pattern and subtle relations between different variables.
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B. Steps in ML
1. Figure out different data sets and prepare them for analysis.
2. Determine which machine learning algorithm is best suited for the data.
3. Build an analytical model based on the algorithm that we have chosen.
4. Train the model on test data and adjust [7] it accordingly.
5. Run the model to generate scores and get other findings.

Machine Learning needs thousands of data points whereas Deep Learning on the other hand requires millions of data points. Usually the return type in machine learning is numeric like a classification or a score. But Deep Learning can return any free form elements may it be text or sound. Many processing layers are used in deep learning to find the relations. In Machine Learning different algorithms are used to arrive at the expected outcome. Based on our requirement where we know the expected outcomes that is needed we are going to stick with machine learning. The number of machine learning algorithms available has no limit. Some are simple and some are very difficult to train and understand. machine learning algorithms[1][2][3] include SVM, Random Forest-Nearest neighbor, Neural networks, Decision tree, K-means, Naive Bayes, Multiple Regression, Logistic regression and soon.

C. Natural Language Processing
With the help of Artificial Intelligence, neural networks and deep learning models, NLP can examine and extract patterns in stored data to make sense of user input avoiding certain language mistakes. It is because of NLP that we can analyze large amount of information in text documents [11][12][13] to get useful information. Here we use NLP to interpret large texts to make it comparable with information from a different source. This process is done by giving weightage to certain words and phrases and with the help of machine learning.

There is few solutions available and one of them is called FakeBox by Machine Learning Enthusiast Aaron Edell [16]. After different attempts he found out that the answer didn't lie in detecting the fake news but in detecting the real news. He says that “Real news is much easier to categorize. It’s factual and to the point, and has little to no interpretation. And there are plenty of reputable sources to get it from”[27][16]. He categorized every data into two separate labels one real and another not real. Satire, opinion pieces, fake news, and things that were not written in factual manner were put under not real. The existing system according to him detected with an accuracy of 95%. They too have created an API can be integrated on large scale. In FakeBox you enter the title and content and it tells you whether the news is true or fake [14].

III. PROPOSED SYSTEM
In the proposed system we have used NLP and machine learning kit from scikit [6] to arrive at the best possible solution resulting in the highest accuracy. The app will be developed as an API which can be used by any other application developed, the application returns if the given context is true or false. The frontend for the app will be android. We will use different methods of vectorizers for text like count vectorizer, tfidf vectorizer etc. Different Machine learning algorithms such as Random Forest, SVC, KNN, MLP [12][13] were trained and tested with a data set of 7456 messages which are collected from 10741 different users. The accuracies, Recall, Precision and F1-Score of all the algorithms have been compared. Among all the algorithms SVM has outperformed with 2% difference.

A. WEB APIs
API (Application Programming Interface) is a set of subroutine definitions, tools and protocols for creating applications. It is an interface that has a set of functions that allow programmers to access certain features of applications. Web API is an API [21][22][23] over web which we can access using HTTP protocols. Here we are using the RESTful API architecture which is based on representational state transfer (REST), which is an architectural style and approach most commonly used in web services.

The Bandwidth required for REST technology [24] is minimum which makes it more suitable for the internet. It is an ideal choice for building APIs that allow connection between users and cloud services. This architecture is widely used in Amazon, Google, LinkedIn and Twitter.

Fig. 1: Web API framework
Fig. 2: RESTful API architecture

B. WEB Scraping for Data
We all know there is a lot of information available on the internet but you cannot go and manually add all these information. If this was for our assignments it would have been easy but because machine learning [10] requires tons of information, we have to automate this process. The process works something like, you choose the selectors like header, title, class name or id then we choose the text from it. We can provide the urls from where the information should be scraped from. It can go on a recursive loop where it keeps scraping links after links. Web scraping is used to search the internet and gather information for our processing.
There are two web scraping options available with python. One is the beautiful soup and another is Scrapy[7][8]. They both work similarly but have their advantages. Scrapy does a better job at scrolling through web pages and beautiful soup is intelligent in recognizing incomplete html and css code. We can then save the information into a CSV file to be used later for machine learning. In scrapy you create a crawler process which you run when you want to scrape for the information.

Fig. 3: Sample dataset used

IV. MODEL CREATION

The procedure starts by examining data which we have gathered. This can be done using sklearn Pandas DataFrame. After through checking of data using Pandas then we have to do necessary preprocessing techniques. Once we got the DataFrame[13][15] which we intended to get, then we separate the target variables as y and predictor variables as X, then set these as training and test datasets. For this notebook, we have used the longer texts. We have used bag-of-words and Term Frequency–Inverse Document Frequency (TFIDF) to extract features. We intentionally considered longer text hoping to allow for distinct words and features for our real and fake news data.

A. Building Vector Classifiers

After splitting our data to training and testing data, we can start building our classifiers. To get a good idea if the words and tokens in the articles had a significant impact on whether the news was fake or real, we begin by using CountVectorizer and TfidfVectorizer. For tfidf_vectorizer we can set Max threshold as 7 using the max_df argument. This removes words which appear in more than 70% of the articles. Also, the built-in stop words parameter will remove English stop words from the data before making vectors [18][19].Tfidf Vectorizer and count vectorizer usage in python language is shown below.

B. Multinomial Naïve Bayes

Out of the hundreds of algorithms out there we opt for the Multinomial Naïve Bayes which is more adapted for numerical values like the ones we have in our program [25][26][27]. Naïve Bayes calculates the probability of a certain outcome given the values is so and so. In other words the end result of Naïve Bayes is based on conditional probability. Naïve Bayes ignores the relationship between independent variables but still has proven high accuracy in many researches. Hence we have considered it as one of the algorithms for our research. Scikit makes it easy to implement the above algorithm.

C. Confusion Matrix

Confusion matrix helps in analyzing your machine learning algorithm. It’s been shown in the Fig 4.1 and it talks about the below patterns:

Fig. 4: Confusion Matrix
1. Your algorithm classified as true and is actually true.
2. Your algorithm classified as false and is actually true.
3. Your algorithm classified as true and is actually false.
4. Your algorithm classified as false and is actually false.

D. Support Vector Machine

SVMs can be based on classification or Regression. We have taken SVC in our proposed work [2]. It works very well with less number of hyper parameters, high dimensional space and with large amounts of datasets. In our experiments we have taken SVM as one of the algorithm [10]. We’ll use y ∈ {Fake, Real} to denote the class labels and parameters w, b. For linear classifier the function is considered as f(x)=W^T x + b where W:intercept and B is bias. Scaling is very essential factor in SVC algorithm.

The aim of SVM is to get larger margin with a separating hyper plane f(x) that divides the data space into two completely different regions thus resulting classification of the input data space into two categories Fake and Real. The hyper plane can also be represented mathematically by [14]:

\[ f(x) = sgn(W^T x + b) \]

where \( sgn() \) is known as a sign function, which is mathematically represented by the following equation [65]:

\[ sgn(x) = \begin{cases} 1 & \text{if } x > 0 \\ 0 & \text{if } x = 0 \\ -1 & \text{if } x < 0 \end{cases} \]

The distance of a data point x from the hyper plane is represented by the equation:

\[ D = \frac{|W^T x + b|}{|W|} \]

Then the margin is given by:

\[ \frac{w}{|w|} \cdot (x_+ - x_-) = \frac{w^T(x_+ - x_-)}{|w|} = \frac{w^T(\frac{1}{w^T} b - b)}{|w|} = \frac{2}{|w|} \]

E. Random Forest Classifier

RF is an ensembling classification algorithm which creates sub trees with different features, and different parameters in each tree being included. RF is a great choice when we have missing values and outliers in our dataset [8][9]. The data which we gathered from Facebook will definitely have missing values and outliers. The data points being included. RF is an ensembling classification algorithm which creates sub trees with different features, and different parameters in each tree being included. RF is a great choice when we have missing values and outliers in our dataset [8][9]. The data which we gathered from Facebook will definitely have missing values and outliers. The data points being included. RF is an ensembling classification algorithm which creates sub trees with different features, and different parameters in each tree being included. RF is a great choice when we have missing values and outliers in our dataset [8][9].

VI. CONCLUSION

In this research work various supervised machine learning algorithms have been implemented on 7000 plus text messages from social networks and identified malicious and real text messages. The performance of all the chosen algorithms have been compared with various metrics such as Recall, Precision and F1-score. SVM has outperformed all the remaining algorithms with an accuracy difference of 3%.
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Table 1: Accuracies, Recall, Precision and F–measure of all the four classification algorithms

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naive Bayes</td>
<td>90%</td>
<td>96%</td>
<td>86%</td>
<td>87%</td>
</tr>
<tr>
<td>Random Forest</td>
<td>95%</td>
<td>90%</td>
<td>94%</td>
<td>96%</td>
</tr>
<tr>
<td>SVC</td>
<td>98%</td>
<td>97%</td>
<td>99%</td>
<td>98%</td>
</tr>
<tr>
<td>MLP Classifier</td>
<td>95%</td>
<td>94%</td>
<td>94%</td>
<td>98%</td>
</tr>
</tbody>
</table>

Fig. 5: Analyzing Accuracies of all the algorithms
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