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Abstract: The rapid growth of information published on the net and the subsequent increase of the number of users was the reason behind the discovery of Web syndication. The Pub/sub (Publish/Subscribe) system is the first and the most used system for web syndication. It allows the user to keep an eye on the development of the information that interested him. This information is managed by data collectors (RSS : Really Simple Syndication) in real time. Today, the development of new notifications systems is essential for the retrieval of specific information from the Big Data. In the present work, a new algorithm based on Ranked key is proposed. Such indexing allows the development of an efficient and an intelligent system.
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I. INTRODUCTION

For the web syndication, the Pub/sub system, based on Web content, is most popular to facilitate the notification. In this system, the number of subscriptions is more important and the margin for growth is huge. The goal of these systems is to re-establish a connection "publishers −→ subscribers", to assist in the management of the system. In addition, the flow of arrivals items can reach, at some events, thousands of articles per second. Items and subscriptions are defined by sets of keywords. A subscription satisfies an item, on the sole condition that its keywords are included in all of the item’s keywords (broad match semantics)[1],[2]. This article presents the development of a new ICRIL (Inverted Concept of Ranked-key Inverted List) algorithm for indexing structures to implement an efficient notification system. In order to avoid the recurrent problems related to the expensive access to the disk, the index subscription need to be performed in the main memory. The goal of our approach is to find the proper indexing structure of subscriptions that is compact and effective in the search memory. The problem corresponding to a Pub/sub system is to find all subscriptions associated with an article [1]: a subscription responds to an article, if and only if its terms values satisfy the conjunction of terms and conditions of the subscription [3]. Web subscription uses terms of a textual type (key terms) and of a structured type (attribute-value pairs).

Lemma 1: Item i ∈ I (all items) satisfies a subscription s ∈ S (all subscriptions) on the sole condition that ∀ t_j ∈ s ⇒ t_j ∈ i (t_j , t_j being the elements forming the subscription and items list). Given an item i, the problem is to find all subscriptions S_M (Subscriptions Matched) ∈ S that satisfy. The remainder of this article is organized as follows: Section II presents the existing works. Section III. provides a description of our proposed algorithm; Section IV. presents analytical models of RIL and our approach ICRIL (Inverted Concept Ranked-key Inverted List); Section V. illustrates simulation results from our approach in comparison to the RIL algorithm; Section VI. concludes this work and presents future prospects for our work.

II. RELATED WORKS

The indexing structure of Pub/sub systems must index into the main memory to enable the search for all satisfied subscriptions to be simplified and a large number of subscriptions to be handled. So to satisfy subscriptions in real-time and to support high-margin items, that’s why the system must perform a new fast and efficient search algorithm of indexing structure. The literature presents a number of indexing techniques for main memory subscriptions, including:

A. Approaches based on clusters

These approaches [4] are often used in communications applications. They are considered as channels of communication in which each user specifies topics of interest. With a large number of topics on the web and the high flow events, dissemination events need huge time for transmission of events and maintenance of indexes. In these systems, subjects are separated and each is individually owned, although many topics have a significant number of public subscriptions. In this context we cite the following works: [4] proposes to group almost similar subjects of the same subscribers but treated separately, his approach is also used to index subscriptions based systems content. [5] proposes to group subscriptions on their predicate equality: two subscriptions with equality predicates for the same attributes are placed in the same group. A subscription is placed in one of these groups. Inequality predicates are stored in the same manner as in an algorithm based on the counter.
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B. Counter and Inverted-lists

In this type of indexing [6] terms are indexed in inverted lists, where each term has a list allocated to it which contains all subscriptions including the said term. In this context, we cite the following works: The Ranked Key is a concept proposed by Yan, T.W. et al. [7] in 1994, based on the inverted lists, in which user profiles are represented by sets of key terms. The subscription identifier is added to the lists of all terms in conventional inverted lists, whereas this solution only sees it added to the list of the subscription’s least frequent terms and, in turn, the list of remaining terms. In the work of Fabret, F. et al. [5] and Pereira, J. et al. [8] a count-based index provides the terms; here, the processing of subscriptions involves a count of the terms within an item. The work of Irmak, U. et al. [9] in 2006 focuses on a counting algorithm that takes into consideration how occurrences of terms are distributed, with the aim of optimizing subscription processing using clustering techniques. The new BRCQ system (Boolean Range Continuous Queries), proposed by Chen, L. et al. [10] in 2013, makes use of IQ-Tree (Inverted File Quad-tree), with the goal being to satisfy significant flows of incoming publication queries and objects. This hybrid index approach uses a tree to store geographical information requests, by means of the Ranked Key method. The W-IQ-TREE proposed by Trifinopoulos, J. et al. [11] in 2016, can be presented as an evolution IQ Tree. Only subscription is new Ranked-key index proposed by Tourad, M.C. et al. [12], [13] in 2017. With regard to CILs (Count-based Inverted List) and RILs (Ranked key Inverted List), which are based on inverted lists proposed by Hmedeh, Z. et al. [14] in 2016, the CIL algorithm is used to count key terms of the subscription item (Count-based), whereas the aim of the RIL algorithm is to identify the least frequent term within a particular subscription (Ranked-key).

C. Correspondence Trees

Correspondence Trees [1] are indexing structures that are commonly used to perform rapid searches. Despite their significantly reduced search space, their corresponding memory space has a high financial cost. Performing a search from the root, while respecting the search criteria, enables unnecessary browsing of sub-tree subsets to be eliminated. Kale, S. et al. [3] in 2005 proposed a tree-based RAPIDMatch algorithm, working on the principle that a large number of events have a small number of relevant terms according to which they could be processed. Using dual score levels, subscriptions are indexed within a tree structure. The BE-Tree (Boolean Expression Tree) proposed by Sadoghi, M. et al. [15] in 2011 is an index based on the key attribute which enables expandable with a huge number of Boolean-expressions in a multidimensional space. W-IQ-TREE proposed by Trifinopoulos, J. et al. [11] in 2016. In 2013, Sadoghi, M. et al. [16] proposed an improved BE*-Tree version, analytically studying memory consumption and the times for adding subscriptions and processing. In 2016, Constantin, C. et al. [17] put forth an innovative tree-like index stand on an algebraic coding AS-Index. ROT (Regular Ordered Sorts) was proposed by Hmedeh, Z. et al. [14] in 2016 featuring an alternative for inverted lists involving a type of Ordered Tree index, which is also capable of constructing a hierarchical search space using common prefixes between subscriptions.

D. Graph-based approaches

Graph-based approaches [18] make use of the subscriptions hedging relationship by increasing the efficiency for reporting systems with a distributed architecture. Of relevance to this context is the work by Liu, H. et al. [19], who proposed a graph-based Pub/sub system. Each subscription takes the form:

![Graph-based approach diagram]

The table below shows the state of indexing techniques for the following approaches (cluster, inverted lists and counter, trees, graphs) with respect to their processing in the Hard Disk and the main memory:

- ℄Indicates that the treatment is less expensive.
- ©Indicates that the treatment is very expensive.

Table- I: THE DIFFERENT INDEXING TECHNIQUES

<table>
<thead>
<tr>
<th>Indexing techniques</th>
<th>Disc</th>
<th>Main memory</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approaches based on clusters</td>
<td>℄</td>
<td>©</td>
</tr>
<tr>
<td>Inverted lists and counter</td>
<td>℄</td>
<td>℄</td>
</tr>
<tr>
<td>Approaches based on trees</td>
<td>℄</td>
<td>©</td>
</tr>
<tr>
<td>Approaches based on graphs</td>
<td>℄</td>
<td>©</td>
</tr>
</tbody>
</table>

A valuable study was undertaken in 2016 by Hmedeh, Z. et al. [14] comparing the various indexing techniques for subscriptions in memory (inverted lists and counters, trees, graphs). This comparative study focuses on structures capable of being stored in the random access main-memory, this condition eliminates Trees and Graphs structures. This comparative study give a way that Ranked key is the best choice to large scale.

III. PROPOSED INVERTED CONCEPT OF RANKED-KEY INVERTED LIST APPROACH

The RIL algorithm will first be presented before our Inverted Concept of Ranked-key Inverted List approach. Web syndication Pub/sub systems involve subscribers submitting long-term (continuous) queries as subscriptions based on key terms. Each new item published is assessed with respect to all subscriptions submitted to the system, and the subscriber receives a notification for each subscription.
Given that $\delta S = \{t_1, t_2, ..., t_n\}$ the length of $S$ referred to by $|S|$ is the total number of distinct terms it contains, where $I = \{i_1, i_2, ..., i_m\}$ refers to the new incoming item flow. A new item for $i \in I$ also comprises a set of distinct terms. As in [21], a frequent assumption is made that the condition $\delta S \subseteq \delta I$ ($\delta S, \delta I$ are vocabularies of distinct items and subscriptions). In reality, however, it is noteworthy that there may a significant difference between $\delta S$ and $\delta I$. Table 2 below presents the example that we will use to demonstrate the functioning of the two algorithms:

**A. Ranked-key Inverted List**

This algorithm [7] adds a subscription identifier to the inverted list of the subscription key. All remaining subscription terms, with the exception of the subscription identifier, are added to the inverted list. A check will be performed on subscriptions indexed in the inverted list for each of the most frequent term. All remaining subscription terms, with the exception of the subscription identifier, are added to the inverted list. A check will be performed on subscriptions indexed in the inverted list for each of a published item’s terms. In inverted lists, of course, the least frequent words are minimized, while terms with average frequency are amplified. The least frequent terms are the largest, while the most frequent terms are shorter. Compared with the Ranked-key concept, where subscriptions have common keys. We propose a new keys concept, where the key is the most frequent term in a subscription, this is the inverted concept of Ranked-key Inverted List. If the current subscription identifier exists in the previous inverted list, it will not be added to the new inverted list, which will enable the dictionary and postings to be reduced in terms of size. The difference will be greater when passing to a big scale in the memory and in processing. Fig. 3 presents the ICRIL index for our example:

**Table- II: Terms and Frequency**

<table>
<thead>
<tr>
<th>Terms</th>
<th>Tf</th>
</tr>
</thead>
<tbody>
<tr>
<td>$t_1$</td>
<td>4</td>
</tr>
<tr>
<td>$t_2$</td>
<td>4</td>
</tr>
<tr>
<td>$t_3$</td>
<td>3</td>
</tr>
<tr>
<td>$t_4$</td>
<td>2</td>
</tr>
<tr>
<td>$t_5$</td>
<td>2</td>
</tr>
<tr>
<td>$t_6$</td>
<td>1</td>
</tr>
<tr>
<td>$t_7$</td>
<td>1</td>
</tr>
</tbody>
</table>

**B. Proposed Approach Inverted Concept of Ranked-key Inverted List (ICRIL)**

In the context of large scale, what we are finding is that subscriptions and terms are increased in a huge way. Our approach adds the subscription identifier in the inverted list of the most frequent term. All remaining subscription terms, with the exception of the subscription identifier, are added to the inverted list. A check will be performed on subscriptions indexed in the inverted list for each of a published item’s terms. In inverted lists, of course, the least frequent words are minimized, while terms with average frequency are amplified. The least frequent terms are the largest, while the most frequent terms are shorter. Compared with the Ranked-key concept, where subscriptions have common keys. We propose a new keys concept, where the key is the most frequent term in a subscription, this is the inverted concept of Ranked-key Inverted List. If the current subscription identifier exists in the previous inverted list, it will not be added to the new inverted list, which will enable the dictionary and postings to be reduced in terms of size. The difference will be greater when passing to a big scale in the memory and in processing. Fig. 3 presents the ICRIL index for our example:

**Table- III: All Subscriptions S**

<table>
<thead>
<tr>
<th>Subscriptions</th>
<th>Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_1$</td>
<td>${t_1, t_2, t_3, t_4}$</td>
</tr>
<tr>
<td>$S_2$</td>
<td>${t_1, t_2, t_4, t_5}$</td>
</tr>
<tr>
<td>$S_3$</td>
<td>${t_1, t_2, t_4, t_6}$</td>
</tr>
<tr>
<td>$S_4$</td>
<td>${t_1, t_3, t_4, t_5}$</td>
</tr>
</tbody>
</table>

ICRIL-Matching: The same processing is undertaken by ICRIL Matching as by Ranked-key Inverted List, but there is a difference with regard to Posting$(t_j)$ and a new descending sort for terms of $i$:Sort$\text{descending}(i)$. Our approach to a new Posting$\text{ICRIL}(t_j)$, where the Posting$\text{ICRIL}(t_j)$ is not to contain a subscription $s$ such that $s$ is associated with Posting$\text{ICRIL}(t_j)$.

**Algorithm 1: Inverted Concept Ranked-key Inverted List**

Require: an item $i$
sorted terms $\leftarrow$ sorted descending($i$)
while sorted$\text{terms}$ $\neq \emptyset$ do

$\text{t}_j \leftarrow$ most$\text{frequent}$(sorted terms)
$\text{post}\text{set} \leftarrow$ Posting$\text{ICRIL}\{\text{t}_j\}$
for all $s \in \text{post}\text{set}$ do

if $s$ remaining $\subseteq$ sorted$\text{terms}$ then

$\text{S\text{Matched}} \leftarrow \text{S\text{Matched}} \cup \{s\}$
end if
end for
end while

RIL-Matching: The processing of an item $i$ first requires its terms to be sorted by rank: Sort$\text{ascending}(i)$ followed by the processing of the inverted-list of the least-frequent term, Posting$(t_j)$. For each Posting$(t_j)$ subscription, item $i$ will subsequently be checked for the presence of each subscription $s$ term:
The follows: function $\text{Posting}^{\text{ICRIL}}(t_j)$ is defined as

$$
\text{post}_s = [\text{posting}] \\
\text{for all } s \in S \text{ do} \\
\text{if } s \notin \text{Posting}^{\text{ICRIL}}(t_{j-1}) \text{ then} \\
\text{if } t_j \notin s \text{ then} \\
\text{post}_s = \text{post}_s \cup \{s\} \\
\text{end if} \\
\text{end if} \\
\text{end for} \\
\text{return } \text{post}_s
$$

IV. ANALYTICAL MODELS

Presented in this section are the new analytical models developed for subscription indexing, with these models able to utilize the memory space and matching time of both these structures (RIL and ICRIL). A summary of all parameters and notations is presented in Table 4 below.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta$</td>
<td>[subscription-posting-entry]</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>[dictionary-entry]</td>
</tr>
<tr>
<td>$\delta$</td>
<td>[distribution in dl]</td>
</tr>
<tr>
<td>$\delta_S$</td>
<td>[distinct subscriptions]</td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>[subscription]</td>
</tr>
<tr>
<td>$\beta_s$</td>
<td>[subscription]</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>[item]</td>
</tr>
<tr>
<td>$\psi$</td>
<td>Probability that a term has a rank $\xi$</td>
</tr>
<tr>
<td>$\eta(k)$</td>
<td>Probability that a subscription has a size $k$</td>
</tr>
<tr>
<td>$X$</td>
<td>Len(subscriptions)</td>
</tr>
</tbody>
</table>

A. Indexing time

The average subscription size is provided by $\alpha$. The time required (excluding sorting) for a subscription $s$ to be added to the inverted list (IL) is provided by $O(\alpha)$. Conversely, the indexing types (RIL and ICRIL) require the subscription terms to be sorted, in order to determine the least frequent term for RIL and the most frequent term for ICRIL, where the indexing time is provided by: $O(\alpha \times \log(O(\alpha)))$. $\alpha$ is defined by:

$$
\alpha = \sum_{i=1}^{k} \eta(k) \times k
$$

B. Memory space

The estimated memory used by both these structures can be calculated using a probability number, with $Fr(t_j)$ representing the occurrence frequency of $t_j \in \delta I$. A random selection of subscription terms is made from each $|\delta I|$ depending on their frequency distribution. $\delta S$ subscriptions have a vocabulary size equal to:

$$
|\delta S| = \sum_{i=1}^{\delta I} Fr(t_j, \in S)
$$

RIL memory space: The RIL index [7] comprises subscription lists and a dictionary representing the least frequent terms for each subscription $s \in S$. $\Gamma$(RIL) = $\Gamma$(Dic) + $\Gamma$(Postings) The number of least frequent words largely determines subscription list size. Subscription $s$ is added to the $t_j$ term list on the sole condition that $t_j \in s$ and on the condition that $t_i \notin s$ does not exist with $\text{rank}(t_j) \leq \text{rank}(t_i)$. The rank represents the terms ordered by ascending frequency. The probability of a subscription being contained within the $t_j$ list is:

$$
\phi(s, t_j) = \alpha \times Fr(t_j) \times \sum_{i=1}^{\delta I} \psi_{i,j}^{< \text{rank}(t_j)}<
$$

$\phi_i$ with the probability of having a rank(term) $\leq i$.

For a subscription size $k$, there are $k$ possibilities that $t_j$ is chosen, and other terms will be selected from within the most frequent terms. For a term $t_j$ to feature in the dictionary, there must be a subscription as a minimum associated with $t_j$ in its inverted list, as given by Equation (4):

$$
(1 - (1 - \phi(s, t_j))^x)
$$

Here, the probability of the term $t_j$ being the least frequent in a subscription $s$ with a size $k$ is presented: from (4), we deduce that the dictionary size is given $s \in S$ by:

$$
\gamma(Dic) = \sum_{i=1}^{\delta I} (1 - (1 - \phi(s, t_j))^x) \times E_i
$$

(5)
In comparison to [7], it is proposed that the memory space used by RIL is:

\[
\Gamma(RIL) = \sum_{j=1}^{k} (1 - \Phi(s,t_j))^r E_j + \sum_{j=1}^{k} \alpha \sum_{i=1}^{s} \Phi(s,t_j) \times E_j
\]

(6)

With the knowledge that the probability of the term being the least frequent in a subscription \( s \) with a size \( k \), the Posting\((t_j)\) size is presented by:

\[
\Gamma(\text{Postings}(t_j)) = \alpha \times \sum_{i=1}^{s} \Phi(s,t_j) \times E_j
\]

(7)

ICRIL memory space: The ICRIL index comprises subscription lists and a dictionary representing the most frequent terms for each subscription \( s \in S \). \( \Gamma(\text{ICRIL}) \) = \( \Gamma(\text{Dic}) + \Gamma(\text{Postings}) \) The dictionary and inverted lists are smaller in size than as defined in RIL. Subscription \( s \) is added to the list of terms \( t_j \) on the condition that \( t_j \in s \) and only on the condition that there is no term \( t_j \in s \) or \( \text{rank}(t_j) \geq \text{rank}(t_i) \). Compared with RIL in (3), the probability is given by:

\[
\lambda(s,t_j) = \alpha \times E_r(t_j) \times \sum_{i=1}^{k} \alpha \times \log(1 - \lambda(s,t_j))
\]

\( \omega_i \), with the probability of having a rank\((term) \geq i \). If \{list_1, list_2, list_3, ..., list_{i-1}\} the probability is given by:

\[
\Omega(s,t_j) = \lambda(s,t_j) \times (1 - \lambda(s,t_1)) \times (1 - \lambda(s,t_2)) \times ... \times (1 - \lambda(s,t_{i-1}))
\]

(8)

This is written as:

\[
\Omega(s,t_j) = \lambda(s,t_j) \times \prod_{j=1}^{i=1} (1 - \lambda(s,t_i))
\]

(9)

The dictionary size is defined by:

\[
\Gamma(\text{Dic}) = \sum_{j=1}^{k} (1 - \Omega(s,t_j))^r \times E_j
\]

(10)

The size of the Posting\((t_j)\) is defined by:

\[
\Gamma(\text{Postings}(t_j)) = \alpha \sum_{i=1}^{s} \Omega(s,t_j) \times E_j
\]

(11)

Compared with \( G(RIL) \), the following is obtained:

\[
\Gamma(\text{ICRIL}) = \sum_{j=1}^{k} (1 - \Omega(s,t_j))^r \times E_j + \sum_{j=1}^{k} \alpha \sum_{i=1}^{s} \Omega(s,t_j) \times E_j
\]

(12)

C. Matching time

RIL matching time: The necessary processing time for an item \( i \) is a function of its number of terms and the size of the subscription list. The terms of item \( i \) must be first sorted, then the lists browsed in order to test the inclusion of subscriptions for item \( i \). An estimated cost for processing item \( i \) can be calculated by:

\[
\Delta(\text{RIL}) = \Delta(\text{Tri}) + \Delta(\text{Postings})
\]

\[
\Delta(\text{RIL}) = Y \times \log(Y) + \sum_{j=1}^{r} \alpha \sum_{i=1}^{s} \Phi(s,t_j) \times \tau_i
\]

(13)

Where \( \tau_i \) represents the time required to test whether a term is included in item \( i \). ICRIL matching time: While the necessary sorting time for item \( i \) is the same as in RIL, ICRIL requires less time to match subscription lists. The estimated cost for processing item \( i \) can be calculated by:

\[
\Delta(\text{ICRIL}) = Y \times \log(Y) + \sum_{j=1}^{r} \alpha \sum_{i=1}^{s} \Omega(s,t_j) \times \tau_i
\]

(14)

Where \( \tau_i \) represents the time required to test whether a term is included in item \( i \).

V. ASSESSMENT OF PERFORMANCE

The standard Python 3.6 was used to implement the indices. All simulations were carried out using a 3.60 GHz quad-core processor and a 16 GB memory for the JVM. Here, we present how data structures, in addition to the associated parameters, were selected and implemented. The index constituted on the basis of inverted lists (ICRIL, RIL) comprises the dictionary representing the vocabulary terms for subscriptions, and lists of indexed subscription identifiers. Simulations were performed with our real dataset of RSS, with the total number of analyzed items amounting to 17 million. The items acquired were stored in a MongoDB JSON file. Their textual content was a vocabulary set formed of 3 million individual terms, a figure that was extracted and used to generate subscriptions. This subscription generation made use of the Alias [21] method based on term occurrence distribution by selecting actual use. The characteristics defining the generation of subscriptions are:

- \( \text{Len}(\text{subscriptions}) = X \).
- \( | \text{subscription} | = k \).

The vocabulary size \( \delta \) was used and the term occurrence distribution with regard to subscriptions.

A. Memory space

Number of subscriptions: Fig. 4 compares RIL and ICRIL results, and indicates that RIL requires more memory space than ICRIL. This statement remains true for any number of subscriptions.

![Memory space as a function of the number of subscriptions](image-url)
B. Matching time

The average indexing time was measured for 10 M subscriptions generated using 15 M terms. The index based on inverted lists was faster to construct, requiring only 0.5 μs to insert a subscription into ICRIL (in comparison to 0.8 μs for RIL). We offer a simpler approach to inserting a new subscription into ICRIL indexing. Once the subscription is added to the first list of most frequent terms, it does not appear in any other lists, whereas in RIL subscriptions may appear in all lists of least frequent words.

VI. CONCLUSION

In conclusion, we present two subscription indexing algorithms in Pub/sub systems. We also came out with a comparison of the performance of the proposed algorithms for notification subscription. ICRIL indexing structure consumes less memory space by comparison with RIL. The calculations showed that RIL is slower compared to the ICRIL algorithm for scaling the number of indexed subscriptions, with the flow of publication high online, a user risks finding the volume of information received excessive or unmanageable. We will work on the partial satisfaction between the items and the subscriptions based on the similarity measures [22].
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