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Abstract: Technological advancements have witnessed rapid regression of Moore’s Law within the past few years. With rising demand for higher clocking speeds, CMOS has already started exhibiting threshold limitations. Reversible Logic has emerged as a suitable alternative with near zero heat dissipation attribute. Quantum Dot Cellular Automata (QCA) has adopted the concept of reversibility and emerged as a primitive tool for quantum architecture design with clocking near Terra-Hertz range. A plethora of quantum architectures based on QCA cells have been proposed till date. With rise of research on digital designs based on QCA, multiple literature proposals exist which realize digital designs incorporating QCA cells. This communication proposes a Hamming Code Generator-Checker architecture design using 4-dot-2-electron QCA cells. We employ an existing QCA based XOR gate literary proposal for designing the proposed architecture. Peer comparison with literary counterparts has proven our design to fare better with a gain of 60.6% in area.
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I. INTRODUCTION

Quantum Dot Cellular Automata (QCA) has emerged as a viable alternative to CMOS in digital circuit designs for the last decade with escalating research in the search of alternatives for CMOS. CMOS has reached near-threshold limitations due to primarily two factors – its heat dissipation issue and the clocking speed of GHz. QCA poses as a sustainable counterpart in quantum architecture proposals for its alignment to concepts of reversibility [1] [2] and clock speeds in THz. Literary proposals witness numerous implementations for digital designs using QCA [3], some are arithmetic and some are logical; both resembling the digital domain. One of the reasons for the popularity of QCA can be attributed to the ease of transformation of the digital designs into valid QCA realizations. The primitive gate for QCA is the Majority Voter, and this gate can be used to realize the primitive gates of Boolean algebra [4] [5]; viz. AND, OR and NOT gate. Since these three can be achieved using QCA, hence any digital architecture is possible on the QCA platform since digital designs are profoundly Boolean dependent. Although multiple architectures have been proposed on arithmetic and logical designs, few have observed the cryptographic domain also. This communication explores the viability of QCA cells in designing cryptographic architectures, explicitly the Hamming Code Generator and the Checker. Boolean XOR operation forms the foundation for cryptographic designs; hence, we explore numerous XOR proposals using QCA cells in literature [6] [7] and concentrate on a state-of-the-art design [8] for designing the novel Hamming Code Generator-Checker in this work. The design exhibits better results in peer comparison and reflects optimized performance when implemented using [9].

The rest of the paper is organized as follows. The next section presents the related work followed by the section on our proposal. The subsequent section provides the design analysis followed by conclusion.

II. RELATED WORK

Quantum Dot Cellular Automata (QCA) [10] [11] [12] [13] has gained mileage in the past two decades due to its alignment to the attributes of reversible logic. Zero heat dissipating architectures have been proposed using the QCA technology [5] [14] [15]. To establish viability, experimental results for realizing the basic Boolean gates, viz. AND, OR and NOT gate, have been provided in [15]. The Boolean XOR gate forms an important parameter in multiple digital circuits, primarily cryptographic circuits. Although XOR gate can be realized by the primitive Boolean gates [17], research has been tremendous in search for standalone XOR implementations [6] [7] [8], since realization of XOR using AND, OR and NOT consumes huge resources. The XOR gate is of typical interest in this work because it forms the basis for the design of Hamming Code Generator-Checker. Fundamentally research on QCA has concentrated on these parameters – a. physical implementation of QCA cells, arithmetic architectures using QCA cells, logical realizations using QCA cells, and realization of digital circuits using the technology. We concentrate on the realization of the digital counterpart for Hamming Code Generator/Checker using QCA since it finds wide acceptance in cryptographic systems. Although a few implementations have been proposed till date [18] [19] [20], our proposal fares better, as has been discussed in the analysis section in this communication. Since, XOR forms the basis of Hamming Code operation; hence Figure 1. Figure 2 and Figure 3 present the existing proposals in literature. We have
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shortlisted Figure 3 for our realization since it excels than the other two designs for XOR formulation.

Fig. 1. XOR Gate proposal in [6]

Fig. 2. XOR Gate proposal in [7]

Fig. 3. XOR Gate proposal in [8]

It is interesting to note that Figure 2 implements QCA cross-overs [21]. In this communication, we concentrate on single layer QCA designs, hence consideration of XOR proposal in Figure 2 is eliminated thereof.

Multiple Hamming Code circuit realizations have been witnessed in literature. NAND/NOR gate realizations using QCA cells have been proposed in [18]. These gates form the basis for the XOR gate that has been implemented for realizing the Hamming Code Generator/Checker. The complete design has been divided into 2×2 zones and the Quantum Dot cells are then routed among them. The proposal in [20] is similar to the proposal in [18] using QCA NAND equivalents.

The next section details the Hamming Code Generator/Checker logic.

III. HAMMING CODE GENERATOR/CHECKER

Hamming Codes form the member of Forward Error Correction (FEC) codes for single bit errors. The logic of error detection and correction are presented in the Equation 1 through Equation 12. Illustration 1 presents the working example for the equations.

Let Message \( P = p_1p_2p_3p_4p_5p_2p_1p_0 \) (1)

Coded Message \( C = p_1p_0p_3p_5p_1p_3p_2p_1h_4p_0h_2h_1 \) (2)

Where \( h_1, h_2, h_4, \) and \( h_9 \) are the hamming code bits for \( P \).

Let, \( X \) denote the coded message \( C \). Therefore,

\[
X = \sum_{i=0}^{1}x_{i+1}2^i
\]

\[\Rightarrow D = x_{12}x_{11}x_{10}x_9x_8x_7x_6x_5x_4x_3x_2x_1 \] (3)

Where

\[
x_1 = h_1 ; x_2 = h_2 ; x_3 = p_0 ; x_4 = h_4 ; x_5 = p_1
\]

\[
x_6 = p_2 ; x_7 = p_3 ; x_8 = h_8 ; x_9 = p_4 ; x_{10} = p_5
\]

\[
x_{11} = p_6 ; x_{12} = p_7
\]

The Hamming codes are generated according to the following equations.

\[
h_1 = x_1 \oplus x_3 \oplus x_5 \oplus x_7 \oplus x_9 \oplus x_{11} \tag{4}
\]

\[
h_2 = x_2 \oplus x_3 \oplus x_5 \oplus x_7 \oplus x_{11} \oplus x_{12} \tag{5}
\]

\[
h_4 = x_4 \oplus x_5 \oplus x_6 \oplus x_7 \oplus x_{12} \tag{6}
\]

\[
h_8 = x_8 \oplus x_9 \oplus x_{10} \oplus x_{11} \oplus x_{12} \tag{7}
\]

Where, \( \oplus \) denotes the Binary XOR operation.

The Hamming Code checker equations are generated according to Equation 8 through Equation 11.

\[
c_1 = x_1 \oplus x_3 \oplus x_5 \oplus x_7 \oplus x_{11} \oplus h_1 \tag{8}
\]

\[
c_2 = x_2 \oplus x_3 \oplus x_5 \oplus x_7 \oplus x_{11} \oplus h_2 \tag{9}
\]

\[
c_4 = x_4 \oplus x_5 \oplus x_6 \oplus x_7 \oplus x_{12} \oplus h_4 \tag{10}
\]

\[
c_8 = x_8 \oplus x_9 \oplus x_{10} \oplus x_{11} \oplus h_8 \tag{11}
\]

Let

\[
H = h_9h_8h_2h_1 \text{ and } C' = c_0c_2c_3c_1
\]

Therefore, the Error message \( E' \) is obtained by bit-wise XORing of \( H \) and \( C' \).

Therefore, \( E = \sum_{i=0}^{3}e_i2^i \mid \text{where } e_i = h_j \oplus c_j \forall j \in \{8,4,2,1\} \) (12)

The Error message \( E \) provides the bit position of error in the transmitted message \( D \). Illustration 1 presents the process in details.

Illustration 1:

Let \( M = 10100111 \)

Therefore,

\[
C = 1010h_8011h_4h_2h_1 \text{ and }
\]

\[
D = 1010h_8011h_4h_2h_1
\]

Where

\[
h_1 = 0 , h_2 = 1 , h_4 = 1 , \text{ and } h_8 = 0 \text{ respectively.}
\]

Therefore the transmitted message \( D \) is

\[
D = 101000111110
\]

Now, if the message bit \( p_1 \) gets corrupted at bit position \( x_6 \) of \( D \), then \( D = 101000011110 \). The bold and underlined bit represents the corruption.

Therefore, at the receiver end,

\[
c_1 = 0 , c_2 = 0 , c_4 = 0 , \text{ and } c_8 = 0 \text{ respectively.}
\]

Therefore error \( E \) equals

\[
E = 0101, \text{ where }
\]

\[
e_4 = h_5 \oplus c_4 = 0
\]

\[
e_5 = h_7 \oplus c_4 = 1
\]

\[
e_9 = h_8 \oplus c_3 = 1
\]

\[
e_9 = h_9 \oplus c_1 = 0
\]

Hence, bit position for corruption is given by \( E \), i.e. 6th position \((x_6)\) of the message has been corrupted in transmitted message \( D \). Therefore inversion of that bit \((x_6)\) fetches the rectified original message at the receiving end.

Hence, this coding scheme is termed as the Forward Error Correcting (FEC) scheme.
IV. HAMMING CODE GENERATOR/CHECKER USING QCA CELLS

This section discusses the QCA implementation for Equation (1) through (12). It can be observed that the equations reflect XOR operation only. Hence we concentrate the design provided in Figure 2 to implement the equations as the stated design has been perceived to fare better than the counterparts.

The clocking sequence for the XOR gate of [8] is provided in Table I.

Table I: Clocking sequence of XOR implementation of [8]

<table>
<thead>
<tr>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>x</td>
<td>x+1</td>
<td>x</td>
<td>x+1</td>
</tr>
<tr>
<td>x+1</td>
<td>x</td>
<td>x+1</td>
<td>x</td>
</tr>
</tbody>
</table>

Table II through Table VI present the clock sequence for the designs presented in Figure 4.

Table II: Clocking sequence of XOR gate - 1 in Figure 4

<table>
<thead>
<tr>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table III: Clocking sequence of XOR gate - 2 in Figure 4

<table>
<thead>
<tr>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

Table IV: Clocking sequence of XOR gate - 3 in Figure 4

<table>
<thead>
<tr>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
</tr>
</tbody>
</table>

Table V: Clocking sequence of XOR gate - 4 in Figure 4

<table>
<thead>
<tr>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
</tbody>
</table>

Table VI: Clocking sequence of XOR gate - 5 in Figure 4

<table>
<thead>
<tr>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
<th>Clock</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>0</td>
<td>4</td>
<td>0</td>
</tr>
</tbody>
</table>

Table I reflects that a single XOR operation requires a latency of 0.5. The complete realization of Equation 4 observed a latency of 1.25 as can be seen in Table II through Table V, since the output cloak for one XOR is mapped with the input for another XOR gate.

For Figure 5, Table II through Tables VI provides the clocking sequences whereas for Figure 6 and Figure 7, Table II through Table V provides the clocking sequences. Therefore, it can be claimed that the complete Hamming Generator can be executed in 1.25 latencies as that is the max of all the latencies in Figure 4 through Figure 7. Figure 8 through Figure 11 provide the
QCA designs for the Hamming Code checker part (Equation 8 through Equation 11).

The analyses have been done with respect to design area and latency, the primary two factors in deciding architectures using QCA cells.

Table VII reflects that the maximum area for the comprehensive design for Hamming Code Generator/Checker using QCA cells is 175608 nm² and the maximum latency for generator is 1.25 clocks and that of checker is 1.5 clocks.

Since, the single XOR gate in Figure 4a of [20] requires 33 QCA cells in contrast to 13 cells in the design of XOR gate in [8], hence we can conclude that our proposal claims a gain of 60.6% in area over the proposal in [20]. A single XOR Gate in [20] consumes one latency, hence, the modular chip design in [20] will consume 5 to 6 latencies depending upon Equation 4 through Equation 12. Hence, our proposal gains by 75% - 79.19% in latency over the proposal in [20].

**VI. CONCLUSION**

This communication presents the realization of Hamming Code Generator/Checker using 4-Dot-2-Electron Quantum Dot Cellular Automata (QCA) Cells. A state-of-the-art XOR Gate using QCA cells has been utilized to generate the architectures. The architectures fare better than a literary counterpart in terms of area as well as latency.
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