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Abstract: As E-Commerce growing rapidly, now a day’s 

customers reviews about product has become most crucial for 
development of the business. The opinion mining is most crucial 
in ecommerce websites, furthermore advantageous with client’s 

feedback. The current research work mainly focuses on the client 
engagement review analysis. In this paper we concentrated on 
mining reviews from clients who are seeking consulting services 
from the IT industries, which enables the companies to 
understand the data patterns and identify some Key Performance 
Indicators and develop accordingly. The Client feedback mining 
allows the user to allow Clients to convey what they think and feel 
about the services. This opinion or review about the product will 
help purchaser to get an idea regarding the product, and the seller 
regarding required improvements or updates, hence opinion 
mining plays a major role in ecommerce. We also concentrated on 
the sentimental analysis that means a reviewer can write about the 
product positively or negatively, it depends on many parameters 
such as emotions they want to express, opinion of the product they 
purchased, received time, package and condition they received the 
product. It clearly gives an idea to the seller and purchaser about 
demand, supply and quality improvement. Key Performance 
Indicator is measured based on metrics that business 
organizations track in order to measure their progress towards 
goal within marketing networks. We designed a mathematical 
model and executed for results. We discussed different algorithms 
based on opinion mining and we implemented cloud based 
practical implementation of a simulated model for understanding 
of results and given graphical analysis along with result analysis. 
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I. INTRODUCTION 

The Opinion Mining or sentiment analysis comes under the 
type of Natural Language Processing (NLP), Text-analysis 
and Computational-Linguistics which are major concepts to 
identify key words using word alignment models and extract 
subjective information such as opinion words in source 
material. Data mining is an analytical exposure for words for 
opinion targets with dynamic data analysis, in which opinion 
mining deals with the associated services such as feedbacks, 
reviews, comments and rating. Data mining retrieves the 
hidden text even when the information is in the form of 
patterns or emojis such as smiley, angry, thumb-up or down.  
The research problem is identifying and extracting the 
opinion targets, levels of sentiment analysis such as word 
level, sentence level and finally the document level, even 
though major words and opinion target focuses on alignment 
of words and opinion words. The different levels in opinion 
mining are retrieval, classification and summarization, based 
on the keywords regarding the opinion the data will be  
retrieved, where some data mining and classification 
algorithms are implemented on the retrieved data, finally the 
opinion mining analysis is done by summarizing the opinion. 
The review or feedback given by the ecommerce customer 
will be either positive or negative, based on the frequency of 
assurances the opinion summary is created. For regular feed 
back analysis and ranking procedure is supported by the 
datamining algorithms such as Navies Bayes, logistic 
regression and Senti-WordNet. The steps involved in the 
opinion mining and sentiment analysis. text extraction, source 
code extractor, list of products, display review list, stop word 
dictionary, algorithm selection, calculate performance, 
display the classification result and finally positive and 
negative opinion dictionary. When opinion mining is done 
related to datasets using different machine learning 
algorithms for retrieving the results and classification of data 
in the dataset, where the datasets contains the opinions of 
authors, general citations, comments, summarized data 
points, reviewers opinion, contents of review reports, journal 
citations in computational perspective [1]. 
Opinion mining provides knowledge to the seller on different 
aspects such as “market prediction”, “product pricing”, 

“competitive intelligence”, recently election forecasting also 
added to the opinion mining which benefits the political 
leaders, in the area of the banking also implementing of 
customer and bank relationship, predicting risk management 
and  loan approvals . The opinion mining is also used in 
various fields for the quality improvement process. Now a 
day’s online review sites are playing major roles in collecting 

the opinion mining data and sentiment analysis.  
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In modern e-commerce world the opinion mining is used to 
enhance their business, by knowing the rating for further 
improvements in customer services. Research on sentiment 
analysis is done by identifying affective words from the 
statements that are responsible to formulate an opinion by 
extracting individual statements or keywords such as good, 
needs improvement, excellent, poor, bad, average and 
ordinary  on particular subject, sentiment analysis is a vast 
field that is inter-related with the Artificial Intelligence, 
Natural Language Processing, Data Mining and Machine 
Learning. The opinion targets are the objects on which a 
customer express his expressions or opinion to give view 
about the sentiment about the object [2]. 

II. RELATED WORK  

E-Commerce  and online shopping majorly depends on the 
online reviews that is opinions of the persons who already 
used or purchased the product, where these reviews increase 
the confidence towards the reliability of the product by the 
purchaser but most of the online reviews now a days are fake 
or spam’s.  The major task is fine grained opinion mining, the 
key component of which involves detecting opinion relations 
among words, knowledge-based system with co-ranking 
algorithms are associated for extracting opinion words and for 
the ability to determine the legitimate reviews and spam or 
malicious reviews. With the rapid development in 
E-commerce, E-marketing and E-Banking, an enormous 
number of product reviews that obtain the opinion of 
customer can get product information that is qualities, 
characteristics, reliability of the product.  It also helps the 
manufactures to obtain immediate feedback on the product so 
that they can do changes or updates the product as per the 
comments or reviews. The fake or malicious reviews on 
internet are misguiding the customer and producer, which is 
becoming a challenging problem to be solved by the 
researchers. we compare using syntax-based method by 
extracting opinion targets where these are nouns or noun 
phrases. Mining opinions is the major task for the 
improvement of the ecommerce, it became a research issues 
and many researchers are attracted towards this problem. 
The objective of opinion mining is defined as the object about 
which users express their opinions, where a customer and 
producer should get a clear picture regarding the product. The 
most adaptive technique is implementing nearest neighbor 
rules that is nearest adjective or verb to a noun or noun phrase 
and syntactic patterns is that the opinion relations among the 
words. With the rapid increase in information flow through 
different mediums such as the social networking, websites, 
blogs, you tube videos and many other communication 
mediums through internet, made classification of reviews 
became most important [3]. Online Customer reviews 
determines the business over internet, most of the customers 
read reviews before taking decision regarding purchasing an 
item either online or offline, now reviews became key factors 
and they are essential for e-commerce.  Data mining is a 
mechanism that is used for extraction of meaningful and 
useful form of knowledge information from a given set of 
data. The knowledge discovery deploys most of the principles 
and methods for retrieval of required data. There is a great 
need of mining and summarizing data as the product sold in 
different sites and opinions will be at different sites, as the 
opinions are needed not only for the customer but it is also 

required for the manufacturer, as the manufacturer does not 
produce only one kind of product and he will not sell it on 
only at one site. We concentrated on the syntactic patterns, 
partially supervised word alignment model, nearest neighbor 
rules and error propagation. To change the opinions generated 
by the customers, the rival companies may use unethical 
methods by observing and collecting information and 
resources of desired websites, using social engineering 
methods and psychological tricks the attacker tries to change 
the public opinion.  [4]. The role of Sentiment analysis is 
identifying or extracting the subjective information, majorly 
concentrates on the classifying opinions in the text of reviews 
which may be either positive or negative and it may be even 
neutral. It is a survey analytics based on the reviews on web.   
Mathematical Evaluation is done for the mechanism for 
co-extracting opinion targets and opinion targets and opinion 
words by using a word alignment model.  The Graphical 
analysis is given to get opinion relation graph and final 
analysis is given along with results on beneficiaries for 
extracting opinion targets and opinion words [5].  

A. Types of Opinion Mining 

Based on the Natural Language Processing (NLP) the text 
information is generally classified as facts and opinion; facts 
are objective expressions and about the product whereas the 
opinion is the subjective information about the object. The 
NLP problems are identified as the classification problems 
which means that two sub problems must be resolved. They 
are subjectivity classification and polarity classification. The 
subjectivity classification classifies a sentence as a subjective 
or objective, where as the polarity classification is a sentence 
expressing positive, negative or neutral [6]. The other types of 
opinions are Directive or comparative opinion, when the 
object is only one to describe then it is called directive 
opinion, if the objective is two or more and they are compared 
then the opinion is called as comparative opinion. 

B. Opinion Mining Use Cases, Models and Patterns 

i.  Nearest – Neighbor Rules: It is mainly used in the field of 
pattern or text recognition for classification and regression.  
These are broadly used in the opinion retrieving and 
opinion classification, but only considering opinion 
relations are not sufficient as the text recognition while 
classification may not give the accurate results, for example 
LCD and LED are both different types of Televisions, 
computer screens and other electronic devices, in such 
cases the opinion ranking is in-sufficient.  

ii. Syntactic Patterns: For word alignment and opinion 
relations in sentences the syntactic patterns are used, where 
the opinion mining is classified based on alignment and 
syntax. Syntactic Patterns are used for the capturing 
opinion relations in sentences and even estimates the 
association between words and word pairs.  

iii. Word Alignment Model: This model captures the 
opinion relations in sentences. Next, opinion targets were 
retrieved in a regular random procedure framework where 
nouns and noun phrases are considered. Bi-lingual word 
alignment is possible based on potential opinion targets.  
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The word-based alignment model has capability of 
performing only mono-lingual word alignment which has 
been widely used in many tasks such as association 
extraction and tag suggestion.  

iv. Partially supervised word Alignment Model: This is a 
system used to incorporate partial alignment links into the 
alignment process. 

v. High – Precision Syntactic Patterns: It provides a 
high-level effectiveness of this model in usage of capturing 
opinion relations in the sentences. The syntactic patterns 
are used to targets or words to get the final co-ranking 
process for output. 

C. Opinion Mining Algorithms 

The linear regression is used as predictive analysis and 
used for verifying the opinions of the customers either they 
are of positive or negative.  

The K- Nearest Neighbor algorithm is used in pattern 
recognition and machine learning techniques.  It comes under 
the categories of classification where generally used for image 
classification, prediction of disease, win-loss prediction of 
horse races or games, prediction of natural calamity like 
earthquakes, floods etc., the other algorithms that too support 
classification are Random forest, Decision trees and Navies 
Bayes algorithm. These classification algorithms can be used 
for opinion mining [7]. 

D. Opinion Mining Metrics and Evaluation  

Opinion of the customers on the reviews is basically either 
positive or negative or even moderate. Knowledge based Text 
selects a subset of the original text and identifies the keywords 
and decides the category which it belongs.  
Spam reviews contain malicious negative opinion at large 
scale on good product from competitive rivals. Ason web any 
one can write their opinion that is anything they want, so there 
is no proper control on the internet user reviews, this made the 
spam classification as the major research issue. For spam and 
legitimate classification, knowledge-based machine learning 
classifiers are used. Logistic regression is the probability 
based statistical model which uses binary values 0 or 1 with 
respect to the Boolean expression majorly concentration 
either true or false that is a straight-forward interpretation [8].  

81 % of internet users will do the online research to get a 
conclusion or an opinion regarding a product before purchase.  

73% to 85% of customers depends on the reviews before 
purchases, reviews have a significant  

5-star rated, and 4-star rated items are majorly purchased in 
online shopping’s.  

The single star rated products sales are found less in 
ecommerce sites and apps.  

III. DESIGN OF OPINION CLASSIFIER 

Researchers proposed many opinion mining schemes and 
mechanisms to protect different Products from fake reviews 
and provides a clear idea to the customer. These mechanisms 
are used to detect the user requirements and reliable products 
that a user shows interest even alerts can be provided by the 
system [9].  
The Online review statements or the feedback obtained from 
customers or reviewers on a particular product is stored in the 
database. Based on the keywords and the strings related to the 

product and ranks, the classifier retrieves the strings and 
classifies the opinion and produces the information and 
submits it to the ranking algorithm, which outputs the ranking 
on the opinions [10]. 

 
FIGURE 1: BLOCK DIAGRAM OF OPINION CLASSIFIER 

 

Classification plays a major role in the opinion mining where 
the classification of legitimate reviews and fraud reviews is 
the major task, were a keyword-based classification is done, 
so based on the feedback the keywords should be updated in 
the database.  Most spam reviews are the bulk reviews which 
are posted with an automated program where there will not be 
any involvement of the human [11].  Spam reviews are the 
un-solicited junk produced by the companies at a high level to 
sell their products or exploit the opponent products, these 
reviews are even used for the promotion of the company 
products which as not as good as explained in the reviews, 
classifiers identifies the probability of spam reviews based on 
the characteristics of the feedbacks in the database and finally 
produces the output as a rank list [12].  

IV. MATHEMATICAL ANALYSIS 

An Opinion is a Quintuple (Oβ, fβγ, SOαβγδ, hα, tα) where Oβis a 
target object, fβγ is a feature of the targeted object Oβ, SOαβγδ is 
the sentiment value of the opinion of the opinion holder hα on 
feature fβγ of object Oβat time. SOαβγδ is positive, negative or 
neutral or more granular rating. hαis an opinion holder and tα 
is the time when the opinion is expressed.tαan important tuple 
since most of the opinions are expressed at non-working 
hours, where as the spams will be expressed mostly at 
working hours who are hired by companies but the spammers 
are mostly part time writers mostly they write reviews at 
week-ends, so even though tαis an important tuple, it is 
difficult to come to a conclusion based on that particular 
tuple. Duplicate opinions or bulk opinions are posted by 
web-spam so identifying genuine opinions also a major task. 
hαis the person who holds opinion that is who expresses the 
opinion. As the opinions are not comments on whole objects 
they are only comments on features of the object that is the 
tuple fβγ , where in SOαβγδ the subscripts α represent time 

variant, β represent Object, γ represent opinion holder, δ 

represents the features, hence Sentiment value can be 
calculated. Given a online review statement with n strings, 
where the statement is represented by S and Strings are 
represented by 

 S = {S1, S2, S3, S4, …., Sn} 
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Where (X, Sax) means that a noun phrase or noun at position 
x is aligned with an adjective at position Sax. 
The opinion relations obtain with respect to adjectives or 
noun phrases must be aligned with the following results of 
word transformation model as a sample we collected three 
models for modeling purpose where 
P1(  
Where C is the co-occurrence of information and other 
samples as  
P2(  
Where  models the string positions information a 
probability of string position. 
P3(  
Where n(ϕi|Si) models the fertility of strings where alignment 
is given with the relation of one-to many. As there are chances 
of capturing opinion mining as the estimation of probability is 
defined as follows 

 
Where  is the translation probability between nouns 
or noun phases and adjectives. 
The candidate’s importance is calculated with reference to the 

score of  

 
Where to obtained CI scores should be normalized by the sum 
of scores of all the candidates. Where tf is the term frequency, 
df is computed by using ranking algorithm. Finally, the 
candidates’ importance is calculated for getting the result as 

rank list [13].  

V. EXPERIMENTAL ANALYSIS 

As we know that opinion mining is the responsible feature for 
the online marketing and e-business, we did experiment using 
the java eclipse programming language, where the posting 
opinion is done with input date and time which is collected 
automatically where the input of the product name is taken 
along with the rating with five options such as Excellent, 
very-good, good, not bad, poor and also a text box for memo 
is given for the information of the opinion. After giving 
opinion on the product the user will click on the option button, 
that is Add my opinion, where the opinions are stored in 
databases [14].   

 The tool weka is used to apply opinion mining, where 
weka uses the most popular algorithms which are used in 
artificial intelligence and machine learning such as logistic 
regression, decision tree, fuzzy logic, neural network and 
supports vector machine. The weka tool is compatible with 
the Java Eclipse, as weka jar file can be incorporated by 
building path through Add External Archives. Here you will 
find the filters such as values, instances and many other based 
on the attributes the classification is done, and final output of 
the opinion results will be given as output. Where the metrices 
to calculate the output are the accuracy, recall, precision and 
F-Measure. Where the recall is the ratio of correctly classified 
by the correctly classified and misclassified [15].    
It analyzes data not only by pre-processing, it also implements 
clustering, classification and association rules. Weka 
classifier visualizes the graphical representation of the result 
for the better and easy understanding of the output. It provides 

the option of clusters for grouping the similar feature 
instances [16]. 
Opinion Mining effecting a lot the E-Commerce revenues, 
Sentiment Analysis provides convenient data and information 
Analysis systems, due to targeted cyber-attacks on 
E-Commerce Websites, Industrialists and Researchers all 
over the world concentrated on the opinion mining, as cloud 
provides convenient data storage system for industry, 
government, researchers and academic users with 
cost-effective access to distributed services through internet, 
the main challenge is the data privacy and information 
security. Identifying the spam opinion or false review is done 
using filtering methods, were tested and examined by 
customers, Entrepreneurs, E-commerce merchants and 
researchers and categorized into three groups that is manual 
inspection, Dynamic Auto Filtering mechanisms and 
content-based filtering. The content-based filtering is further 
categorized or divided as Network filters, Rule-based filters, 
Machine Learning filters. The Classifiers are generally used 
along with the regression, Natural Language Processing, 
Transfer Learning, Clustering, Word embeddings. The 
general algorithms that are used in this process are Navies 
Bayes Classifiers, Random forest Classifiers, K-Nearest 
Neighbor algorithm, support vector machine and decision tree 
under the data science and machine learning research [17]. 
The experimental purpose we use the jupyter notebook, the 
open-source application for machine learning and data 
science project, and the python for scientific computing 
supported by Scipy and numpy, we also use the Anaconda the 
python distribution and other supporting packages such as 
matplotlib and pandas. We took the data of Amazon reviews 
and rating the dataset is called as Amazon Product Reviews, 
The dataset contains 8,28,30,000 Ratings, users of 
2,09,80,000 and items of 93,50,000 items, in the timespan of 
May 1996 to July 2014, this large crawl of product reviews 
from amazon. Metadata has the following data items, reviews 
and rating, item-to-item relationships, timestamps, price, 
category and ranks [18]. 
 

 
Table 1: Amazon Data Set Reviews and Ratings. 

 
The complete review data is divided into the raw review data, 
user review data and finally the product review data [19].  
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VI. GRAPHICAL ANALYSIS 

The Dataset consists of a large quantity of reviews, our 
datasets contains nine attributes they are as follows  
 reviewerid is unique identity of the person giving review it 

is given to avoid un-authorized reviews or to identify the 
authorized reviewer.  

 asin is amazon standard identification number whereas it is 
a unique identification given to every product in amazon 
database.  

 reviewName name of the person giving the review. 
 Helpful thumbs-up or down, it is a symbol indication for 

positive or negative voting regarding the product. 
 reviewText review of the product. 
 overall is a class label rating from 1 to 5. 
 summary the complete description about the product and 

review 
 unixReviewTime time taken for reviewing based on 

operating system time that is Unix.  
 reviewTime area the time constraints that is the time taken 

for reviewing.  
We computed correlation between each and other attributes, 
the attributes are not highly corelated, we choose the review 
text to generate features, the overall class label is 1 to 5.  

 

Fig. 1. Co-relation matrix between Attribuutes.  

VII. PERFORMANCE - EVALUATION 

The performance measures of machine learning algorithm 
is identified by implementing it on a dataset, as we taken 
amazon opinion mining dataset, the next step here is testing 
different types of classifiers and compare the result based on 
the constraints such as precision, recall and accuracy [20].  

The model accuracy is identified by the total number of 
correct classifications divided by the total number of 
classifications done. The percentage of misclassifications are 
calculated by the Error Rate. Precision and recall are the 
major performance measures of a supervised learning model. 
The precision gives the proportion of positive predictions 
which are truly positive, recall gives the proportion of true 
positive cases over the positive cases [21].  

The other performance measures generally used are the 
specificity and sensitivity. Specificity is a model which 
measures the proportion of negative examples which have 
been correctly classified. Sensitivity of a model measures the 
proportion of true positive examples or positive cases which 
were correctly classified [22]. F-measure is another measure 

of model performance which combines the precision and 
recall. It takes the harmonic mean of precision and recall.  

 
Methodology Precision  Recall  Accuracy  
Navies Bayes 
Classification 

0.712 0.752 70.2% 

Neural 
Networks  

0.674 0.71 65.2% 

Support Vector 
Machines 
(SVM) 

0.483 0.521 47.6% 

 Logistic 
Regression 

0.761 0.80 75.2% 

Decision Tree 
Classifier 

0.75 0.79 74.8% 

Random Forest 0.724 0.76 71.2% 

Table 1: Evaluation of algorithms on Amazon data set 

A. Designed Methodology  

 To Improve the performance of the Machine Learning 
Methodology, we used ensemble learners where multiple 
models are combined to solve a problem and for the better 
results and accuracy. It gives better predictive performance 
then existing algorithms [23].  

 Bootstrapping Aggregating is an ensemble technique that is 
used to enhance the performance of the algorithms by 
combining related algorithms and makes a hybrid algorithm 
which enhances the performance and accuracy.  

 We combined the random forest algorithm with random 
tree algorithm to create a hybrid algorithm for better results.  

B. Results 

We implemented the Bootstrapping Aggregating 
methodology on two machine learning algorithms that is 
Random forest algorithm and Decision Tree Classifier 
algorithm on the Amazon Data Set, the performance 
evaluation is compared with existing algorithm with designed 
algorithm.  

Methodology Precision  Recall  Accuracy  
Decision Tree 
Classifier 

0.75 0.79 74.8% 

Random Forest 0.724 0.76 71.2% 
Bootstrapping 0.80 0.84 79.3% 

VIII. CONCLUSION  

Opinion Mining and Client Feedback mining are the major 
tasks evaluated on the Amazon Data Set successfully, where 
we also concentrated on the false opinions or fake opinions, 
so the classification of legitimate and spam opinions are done 
by using different algorithms, finally we designed a new 
algorithm using ensemble learning techniques and 
implementing, bootstrapping method on random forest and 
decision trees algorithms, we received better performance 
constraints [24].  
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