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 
Abstract: Feature Selection techniques are generally employed 

to remove the inessential attributes before machine learning 
technique could be applied. It thus plays an extremely important 
role by eliminating the unnecessary features that do not 
contribute and sometimes degrade the performance and 
prediction accuracy of the machine learning technique. With the 
growth of dimensionality of data, Feature Selection becomes even 
more important because it helps to reduce the dimensions of data 
and hence decreases the requisite memory and computational 
complexity of the machine learning techniques. Support vector 
machine-recursive feature elimination (SVM-RFE) has proven to 
be an efficient wrapper feature selection technique which 
continues to be widely utilized in many applications, especially in 
classification of gene expression data. From the perspective of this 
data, not only the precision in classification but also the stability 
of Feature Selection method plays an important role. Nonetheless, 
the topic of stability is ignored in study of feature selection 
algorithms. To improve the stability of RFE method, a fusion of 
Information Gain and RFE (IG-RFE-SVM) method is proposed 
in this paper. Experimental studies show that IG-RFE-SVM 
outperforms SVM-RFE method in terms of stability.  

Keywords: Feature Selection, Gene Expression Data, Machine 
Learning, Recursive Feature Elimination, Support Vector 
Machine. 

I. INTRODUCTION 

Bioinformatics is the interdisciplinary research area that 
analyzes the biological data i.e. gene expression data using 
statistical method and software tools. To analyze the gene 
expression data is difficult for classification because the data 
is high dimensional and generally, the performance of 
traditional Machine Learning (ML) techniques degrades 
when they are applied to High-Dimensional Datasets (HDD) 
of various applications due to the “curse of dimensionality” 

[1][2]. This is because the complexity of existing machine 
learning algorithms is typically proportional to the exponent 
of the degree of dimensions. As in HDD, the number of 
dimensions is very large and hence existing algorithms 
produce computational challenges and thus, become 
inefficient when applied in the real world. Further, these 
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algorithms are generally based on Similarity Metric which is 
calculated by distance or nearest neighbor concept and this 
concept fails in HDD as it is proven in numerous literatures. 
This is because the expected difference between the 
Euclidean distances of any point from its closet point to the 
farthest point decreases, as the dimensionality increases [3]. 
Due to this the machine learning method becomes ineffective. 
Also over-fitting may happen, significantly impacting the 
performance of machine learning technique on test data set 
[4]. Furthermore, in the HDD, several features are redundant 
or irrelevant. These large numbers of redundant and irrelevant 
features require huge memory and storage space, thus having 
consequences on machine learning algorithms towards its 
performance and computational cost. 

Due to these drawbacks of the existing machine learning 
algorithms, data dimensionality reduction is required to make 
them effective. Feature Selection (FS) techniques are the 
simplest and most frequently used techniques so that the 
dimensionality of data is decreased [5][6][7]. In the FS 
technique the selection of the subset, which is optimal, is done 
from high dimensional set according to the certain rules. It 
enhances the ML efficiency with regard to result precision 
and speed through removal of the extraneous data. In FS 
techniques, the new features are a subset of the original 
feature set formed without any transformation and hence, do 
not lose their physical meaning. FS Technique, when 
employed on gene expression data, is also referred to as Gene 
Selection. It mainly serves two motives: 1) it reduces the 
volume of data through removal of genes which are 
non-relevant and increases the classification accuracy; 2) it 
helps in identifying the genes which are the cause of certain 
diseases. Hence, classification accuracy as well as the set of 
features, which are end products of feature selection, is what 
matters most in analysis of gene expression data.  Stability of 
FS techniques refers to the sensitivity of that technique to 
varying condition due to changes in sample data. Therefore, it 
is necessary that with slight change or perturbation in the 
dataset, chosen feature set does not change [8][9][10]. Even 
without perturbation of data sample, sometimes the FS 
techniques produce the different results. The inconsistent 
results could cause confusion and hence, fail in identifying the 
genes which might cause of certain diseases. Hence, while 
analyzing the gene expression data, stability is an important 
parameter.  The rest of the paper is organized to initially 
examine FS technique process in Section II, then to explore 
FS techniques stability issue in Section III, followed by 
working principle of the proposed FS technique.  Finally, 
experimental setup and results 
are presented in section V, with 
conclusion under section VI. 
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II. FEATURE SELECTION (FS) TECHNIQUES 

FS technique is a way of finding optimal set of features 
from N dimensional data having 2N possible subsets of 
features. They are initially applied in pre-processing step to 
remove the noisy data. But the growth of high dimensional 
data makes the feature selection an important step as it 
chooses only those attributes which are imperative and useful 
for the given situation.  

There are three types of FS techniques: Wrapper method, 
Filter method and Hybrid method, as discussed below: 
A. Wrapper Methods 

In Wrapper methods, the importance of features is 
calculated depending on the performance of machine learning 
technique. All possible subsets are generated using some 
search techniques and then fitness of subset is evaluated using 
machine learning technique itself.  

I. Guyon et al. [11] proposed the wrapper based Recursive 
Feature Elimination for Support Vector Machines 
(SVM-RFE) method, which is based on iterative procedure 
with three main stages. To start with, it trains the SVM 
classifier, then in second step it calculates the ranks of each 
feature which are given according to weight assigned by the 
SVM and in the final phase it removes the features having the 
lower rank. This method has been experimentally proven 
better for Feature Selection and classification problem on 
microarray data in comparison to alternative correlation 
based Feature Selection methods [11][12]. 

Another wrapper method proposed by M. Kabir et al. [13] 
is, Constructive Approach for Feature Selection (CAFS). In 
this method, the Neural Network is used in subset evaluation 
process using a constructive approach by identifying the 
correlation between the dataset features. The search strategy 
selects less associated features if they improve the accuracy of 
the Neural Network, resulting in compact databases. 

J. Leng et al. [14] used the Genetic Algorithm based 
wrapper method. In this method, Genetic algorithm is used for 
subset generation, and then the subset is evaluated depending 
upon the performance of KNN (K-Nearest Neighbor 
Classifier). Experimental results proved than Genetic based 
FS technique improve the performance of KNN. 

Wrapper methods are accurate as they use Machine 
Learning algorithm itself to assess the significance of a 
characteristic. But they are most expensive because FS 
algorithm itself is a combinatorial problem and the calculation 
of importance of a feature using machine learning algorithm 
makes it more time consuming.  
B. Filter Methods 

The criterion on which Filter method selects the optimal set 
of features depends upon the general characteristics of dataset 
which is independent of the machine learning technique. This 
method selects the feature based upon the rank given to each 
feature after estimating its relevance and then filtering out less 
useful, lower rank features which do not play an important 
role in prediction of data. 

The RELIEF Feature Selection method is proposed by Kira 
and Randell [15] that calculates the relevance of each feature 
based on its Euclidean distance. More the difference between 
the Euclidean distances of a feature from the instance of the 
identical category and instance of the dissimilar category, 
higher the applicability of that feature. It works well for HDD 
but this method does not eliminate the redundant features. 

Correlation-based Feature Selection (CFS) method 

[16][17] is another technique of this category. It selects the 
subset having features which are relevant with the class but 
they have less inter feature relevance. In this method, 
relevance is measured in terms of Pearson Correlation. As it 
also measures inter feature correlation, hence it eliminates the 
redundant features.  

Fast Correlation-Based Feature Selection (FCBF), which is 
developed by Yu and Liu [18][19], removes both irrelevant 
and redundant features. It applies the sequential forward 
search for subset generation by using correlation and 
consistency measures as evaluation function to guide the 
search. Since this method uses sequential forward search, it is 
more suitable for HDD. 

The Minimum Redundancy Maximum Relevance (mRMR) 
criterion is used by H. Peng et al. for feature selection [20]. In 
this technique, redundancy calculations are done on the basis 
of the Mutual Information shared among the features, whereas 
relevance is computed depending on the Mutual Information 
shared among individual feature and its associated class. The 
mRMR method shows better results when applied to pattern 
recognition problem and gene expression classification 
problem [20][21]. Further, a recent work done by Franay B 
[22] proves by experimental results that the Mutual 
Information based Feature Selection techniques do not always 
enhance the performance of ML techniques. In spite of its 
property to maximize the Mutual Information of each 
individual feature with its group, it does not always guarantee 
decrease in the generalization error. A survey [23] discusses 
the use of Feature Selection filters in the field of 
Bioinformatics. 

A new Genetic Algorithm was proposed by Jungjit and 
Freitas [24] for Multi-Label Correlation–Based Feature 
Selection (GA-ML-CFS). They applied this method on 
different multi-label data sets and compared the results with 
Hill-Climbing method; to prove that GA based feature section 
provides higher predictive accuracies. In their extended work, 
a Lexicographic Multi-Objective Genetic Algorithm 
(LexGA-ML-CFS) [25] is proposed and compared with the 
previous two techniques on multi-label data. The end results 
reveal that the LexGA-ML-CFS has enhanced the execution 
of classification when compared to GA-ML-CFS and 
HC-ML-CFS. 

As these Filter approaches assess the fitness of the subset 
by using statistical measures considering the inherent 
properties of the data, rather than the Machine Learning 
algorithm, hence they are fast to compute and more suitable 
than wrapper methods for HDD. 

C. Hybrid Methods 
With the available literature it is observed that Filter 

methods provide better time and space efficiency but are not 
accurate. In contrast, Wrapper methods, though more precise, 
are expensive when applied on high dimension data. Thus, 
Hybrid methods were proposed to combine the above two 
methods into a single system for Feature Selection, which 
would help attain the best characteristics of both the methods. 

The Feature Selection method based on Greedy 
Randomized Adaptive Search Procedure (GRASP) was 
suggested by M. Esseghir [26].  
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It is hybrid method having two phases; Constructive phase 
and Improvement phase, where Filter techniques are used in 
Constructive phase and Wrapper techniques are used in 
Improvement phase. An enhancement over this method was 
also proposed which speeds up the GRASP method by 
significantly decreasing the number of Wrapper evaluations 
[27]. 

A Wrapper-Filter Feature Selection Algorithm (WFFSA) is 
proposed on the concept of a memetic framework [28]. This 
memetic framework is based on a ranking method as filter 
technique, Genetic algorithm and Nearest Neighbor Classifier 
as Wrapper technique. Subset of features are generated using 
Genetic algorithm, the population of features are assessed and 
further selected based on Classifier performance. Afterwards, 
the ranking method is used to refine the subset generated 
using local search. The ranking methods used by authors are: 
ReleifF, Gain Ratio and Chi-square parameter. They showed 
that this technique outperforms the existing techniques in 
terms of generalization error, size of subset and time 
complexity. 

A Correlation-based Memetic Framework proposed by 
Kannan and Ramaraj [29], also uses Genetic algorithms 
search technique for subset generation. Subset is evaluated 
using Naïve Byes Classification followed by the local search 
in which Filter method refines the process of Genetic 
Algorithm either by inserting or by removing certain features 
considering the ranking calculated according to symmetrical 
uncertainty. 

Another recent work by Juanying Xie et al. proposed a 
framework named Improved F-score and Sequential Forward 
Floating Search [30]. In this method, Wrapper component 
constitute of Sequential Forward Floating Search (SFFS) and 
SVM; and Filter phase constitute of improved F-score 
measure. This method is tested on erythemato-squamous 
disease dataset.  

Ahuja and Ratnoo [31] proposed a hybrid approach for 
feature selection which employs a Multi-Objective Genetic 
Algorithm at filter phase based on several criteria and a 
simple GA at the wrapper phase which optimizes based on 
SVM classifier. 

III. ISSUE OF STABILITY IN FEATURE 

SELECTION 

Stability describes the measure of change in the degree of 
the feature subset when data sample is changed. In other 
words, this is the ability of the feature selection method to 
produce unaltered subset if data sample is changed. The 
instability is therefore, the main issue in Feature Selection 
process as it may degrade the performance of machine 
learning technique due to failure in identification of the most 
relevant features. 

Stability is measured in terms of similarity between the 
various subsets produced by altering data sample. Commonly 
used stability measure in the literature is the Tanimoto Index 
(TI) given by A. Kalousis et al. [32] and it works as follows: 

 

 

 

 

 

Where Sk is the similarity measure between two subsets Si 
and Sj.  

In order to calculate the stability of FS technique, it is 
applied n times on n different perturbation of datasets, 
producing n feature subsets. Hence, the overall stability of FS 
technique is measured in terms of average Tanimoto index 
given by: 

 
 

Randall Wald et al. [33] compared the various filter and 
wrapper methods based on Tanimoto index and concluded 
that the Filter methods are superior as compared to Wrapper 
based methods in terms of stability. The end results also 
revealed the higher stability of Correlation based Filter 
method in comparison to Consistency based Filter method. 

L.I. Kuncheva [34] proposed another way to compute 
stability using Kuncheva Index (KI), which overcomes the 
disadvantage of ‘By Chance’ condition in Tanimoto Index. As 
Tanimoto Index does not consider the actual count of features 
in the dataset, therefore, once the subset size nears the total 
count of features, the Tanimoto distance is invariably nearly 

1. Kuncheva Index (KI) for two Subsets  and  of original 
feature set X is shown by: 

 

 
 

Where  and  are of same size as k; n is the size of 

original feature set X;  is the cardinality of 
intersection of two subsets. 

Generalizing the above formula for set of feature 

subset , the Average Consistency Indices 
(ACI) is given by: 

 
 

Another approach based on Hamming Distance is 
developed by Dunne Kevin et al. [35]. Given a feature subset 

 and , Hamming distance between them is given by: 
 

 
 

Where, n is total number of features and if Kth 

feature belongs to feature subset   else .  
Generalizing the formula for w feature subsets, average 

Hamming distance is given by: 
 

 

 

 
 
 
 
 



 
A Stable SVM-RFE Feature Selection Method for Gene Expression Data 

2113 

 

Published By: 
Blue Eyes Intelligence Engineering 
& Sciences Publication  

Retrieval Number F8482088619/2019©BEIESP 
DOI: 10.35940/ijeat.F8482.088619 
Journal Website: www.ijeat.org 
 

IV. A STABLE RECURSIVE FEATURE 

ELIMINATION METHOD 

I. Guyon proposed the wrapper based Recursive Feature 
Elimination for Support Vector Machines (SVM-RFE), which is 
based on iterative procedure with three main stages. To start with, it 
trains the SVM classifier, then in second step it calculates the ranks 
of each feature which are given according to the weight assigned by 
the SVM and in the final phase, it removes the features having the 
lower rank. This procedure is replicated till a single feature is 
remaining in the subset. At the end, the output of this FS technique 
is that feature subset which is having highest accuracy. This method 
has been experimentally proven (in numerous literatures) better for 
feature selection in terms of classification accuracy in comparison to 
alternative Feature Selection methods. But it is less stable feature 
selection method than other filter methods. Hence, to increase the 
stability of SVM-RFE method we propose the fusion of Information 
Gain feature selection method and SVM-RFE method. The working 
principal of our proposed method IG-RFE-SVM is illustrated in 
figure1: 

 

Fig. 1: Working Principle of IG-RFE-SVM 

V. EXPERIMENTS AND RESULTS 

A. Data Sets 

In this study, the experiments are preformed on three 
gene-expression data sets, which is available in R package 
‘datamicroarray’ [36]. 

Table- I: Datasets 
S. No. Dataset Sample 

Size 
No. of 
Classes 

No. of 
Features 

1 Colon 62 2 2000 

Cancer 

  

2 Leukaemia 72 2 7129 

3 Prostate 102 2 12,533 

Cancer 

  

 The Colon Cancer data includes the gene expression data of 
about 2000 genes and 62 samples taken from colon-cancer 
patients. Out of these 62 samples, 40 are tumorous marked 
as ‘negative’ and 22 are non- tumorous marked as ‘positive’ 

 The Leukaemia data set consist of 72 samples of different 
patient, out of which 47 patients are having acute 
lymphoblastic leukaemia (ALL) and 25 patients are having 
acute myeloid leukaemia (AML). The data matrix contains 
7129 gene expressions. 

 Prostate Cancer Data Set contains probes for approximately 
12,533 genes and 102 samples. Out of these 102 samples: 
52 are tumour samples and 50 are non-tumours. 

B. Experimental Setup 
All the involved algorithms are implemented in R 3.5.1. 

Kuncheva Index (KI) is used to measure the stability of different 
Feature Selection techniques. To assess the stability of the proposed 
method, independent training and validation sets have been 
generated from the aforementioned datasets. The training dataset 
has undergone a slight variation of 10% to measure the stability. The 
random sampling of training dataset is repeated 10 times with 90% 
of overlap, and KI is averaged over all samples. The KI value has 
been scaled from its original [-1, 1] range to [0, 1].  

C. Results 

To study the stability of our proposed method, 
IG-RFE-SVM, it is implemented and its stability is compared 
with varying subset size. It is also compared with other three 
FS technique: Correlation based FS (CFS) and Relief method 
and feature Selection based on Random Forest. The results 
are shown below: 

 

Table- II: Comparison of stability of various Feature 
Selection methods with varying subset size based upon the KI 

on Colon Cancer dataset 
    Kuncheva Index 

S.No. 
Subset 
 Size 

IG-RFE-SVM CFS RELIEF 
Random 
Forest 

SVM-RFE 

1 10 0.80 0.75 0.65 0.54 0.70 

2 20 0.80 0.77 0.65 0.62 0.70 

3 30 0.81 0.78 0.64 0.66 0.73 

4 40 0.79 0.75 0.65 0.63 0.78 

5 50 0.80 0.74 0.66 0.64 0.78 

6 100 0.83 0.75 0.66 0.69 0.81 

7 200 0.84 0.76 0.67 0.66 0.82 

8 500 0.84 0.78 0.61 0.59 0.82 

9 800 0.87 0.78 0.60 0.65 0.81 

10 1,000 0.98 0.79 0.58 0.87 0.80 

 

 
Fig. 2: Comparison of stability of various feature selection methods 

with varying subset size based upon 
the KI on Colon Cancer dataset. 
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Table- III:  Comparison of stability of various feature 
selection methods with varying subset size based upon the KI 

on Leukaemia dataset 
    Kuncheva Index 

S.No. 
Subset 

Size 
IG-RFE-SVM CFS RELIEF 

Random 
Forest 

SVM-RFE 

1 10 0.79 0.75 0.73 0.75 0.75 

2 20 0.76 0.76 0.72 0.77 0.76 

3 30 0.76 0.76 0.71 0.78 0.73 

4 40 0.81 0.78 0.69 0.81 0.79 

5 50 0.81 0.78 0.68 0.78 0.80 

6 100 0.82 0.79 0.68 0.77 0.86 

7 200 0.83 0.79 0.66 0.72 0.88 

8 500 0.86 0.81 0.69 0.64 0.89 

9 1,000 0.86 0.81 0.68 0.70 0.87 
 

 

 
Fig. 3: Comparison of stability of various feature selection methods 
with varying subset size based upon the KI on Leukaemia dataset 

Table- IV: Comparison of stability of various feature 
selection methods with varying subset size based upon the KI 

on Prostate Cancer dataset 
    Kuncheva Index 

S.No 
Subset 

Size 
IG-RFE-SVM CFS RELIEF 

Random 
 Forest 

SVM-RFE 

1 10 0.80 0.79 0.67 0.75 0.80 

2 20 0.85 0.77 0.67 0.77 0.89 

3 30 0.89 0.75 0.65 0.79 0.88 

4 40 0.89 0.76 0.65 0.80 0.88 

5 50 0.89 0.77 0.64 0.78 0.84 

6 100 0.86 0.80 0.65 0.73 0.85 

7 200 0.90 0.81 0.66 0.70 0.89 

8 500 0.91 0.81 0.67 0.65 0.88 

9 1,000 0.91 0.82 0.70 0.60 0.88 
 

 

 

 
Fig. 4: Comparison of stability of various feature selection methods 

with varying subset size based upon the KI on Prostate Cancer dataset 

 
 
From the above table and graphs, the summarized results 

can be stated as follows: 
1. The resulting data depicts that the stability achieved by 

proposed method IG-RFE-SVM is better than all other four 
FS techniques. It has significantly improved the stability of 
SVM-RFE. 

2. In contrast, Relief filter method performs worst on all three 
gene expression datasets. This method suffers from 
instability due to randomly selection of instances from same 
and different class for each feature weight calculation. 

3. The graphs show very clearly and significantly that stability 
increases with increase in subset size. 

4. Random Forest FS technique behaves differently with 
varying subset size. The stability of Random Forest first 
increases with increase in subset size and then it starts 
decreasing. 

VI. CONCLUSION 

Stability plays a crucial role in the performance of any 
Feature Selection method on high-dimensional gene 
expression data. Hence, it is essential to identify the stable 
feature selection method which could efficiently classify the 
gene expression data. In order to achieve this, we have 
proposed a fusion of Information Gain and Recursive Feature 
Elimination method for Support Vector Machine. It is evident 
from the results that, proposed method IG-RFE-SVM has 
significantly improved the stability of SVM-RFE. The 
stability of IG-RFE-SVM is also compared with three other 
Feature Selection methods: The Relief Algorithm, 
Correlation based Feature Selection (CFS) and Random 
Forest FS technique. The experiments are successfully 
performed on three high dimensional gene expression 
datasets and compared the stability of five Feature Selection 
methods on the basis of Kuncheva Index stability measure. 
Also, the stability is measured with varying subset size 
selected for feature selection. With the outcomes, it is 
apparent that the IG-RFE-SVM method is superior to other 
methods on the stability criterion. From the results, it can also 
be concluded that stability of these methods generally 
increases with subset size.  
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