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Abstract: Medical imaging plays an important role in the diagnosis of some critical diseases and further treatment process of patients. Brain is a central and most complex structure in the human body that works with billions of cells, which controls all other organ functioning. Brain tumours observed as uncontrolled abnormal cell growth in brain tissues. Classification of such cells in a early stage will increase the survival rate of the patient. Machine learning algorithms have contributed much in automation of such tasks. Further improvement in prediction rate is possible through deep learning models. In this paper presents experiments by deep transfer learning models on publicly available dataset for Brain tumour classification. Pre-trained plain and residual feed forward models such as Alexnet, VGG19, ResNet50, ResNet101 and GoogleNet are used for the purpose of feature extraction. Fully connected layers and softmax layer for classification is used commonly. The evaluation metrics Accuracy, Sensitivity, Specificity and F1-Score were computed.
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I. INTRODUCTION

Brain diseases are one of the deadly diseases of peoples [1], like Alzheimer’s disease, glioma, meningo, pituitary glioma and so on. Early stage identification of Brain diseases can help in the proper planning of treatment patterns and to improve the survival rate or life span of patients. Computer Aided Diagnosis (CAD) systems are used for medical imaging to diagnose the diseases, MRI is a most popular imaging technique to diagnose the brain of humans without much radiation. MRI gives better resolution of soft tissues. The difference in opinions of doctors and radiologists on the imaging results makes a confusion state for a diagnosis process. The rapid development in artificial intelligence, several automatic detection and diagnosis research contributions are made. The general process to in computer aided diagnosis is starting with pre-processing, feature extraction and reduction and Classification. A brain tumor through MRI images can be detected with traditional feature extraction procedures such as Local Binary Patterns (LBP) and histogram features extraction [2]. Deep learning has gained more popularity with considering low, medium and high level features from medical imaging data in learning and training processes [3]. CNNs showing better performance in feature extraction than conventional handcrafted feature extraction methods.

Deep learning models are more efficient when applied on a huge volume of training sets. As compared to natural scene images, in medical imaging, such types of huge volume datasets are usually not available. Feature extraction is a very important task in MR brain tumour classification. So more focus ought taken while performing this step in classification. Unlike medical images, a huge volume of image databases like ImageNet, which consist of more than 10 million images [4]. The trained CNNs for ImageNet with perfect knowledge on weights can be used in feature extraction purpose in medical image processing. This transfer of knowledge in feature extraction is through transfer learning is a common practice to classify other images.

There are right now three noteworthy procedures that effectively utilize CNNs to medical image classification. The first procedure is to design and train the “CNN from scratch” [5]. Second procedure is to use the pre-trained CNNs for feature extraction rather than the prevailing hand-crafted image features [6] and identification of lung nodule in CT Images [7] and the last procedure is to use pre-trained models by fine-tuning for medical images [8]. In this work BRATS 2017 dataset is used for classification, in this High Grade Gliomas(HGG) and Low Grade Gliomas (LGG) are provided separately. Deep learning models can be plain and residual feed forward CNNs.

A. Plain Feed Forward CNNs

The plain feed forward neural networks data consistently moves in one forward direction only. The data moves forwarded output layer through hidden layer from input layer, there is no feedback. The popular examples of feed forward networks in deep learning models are Alexnet, VGG16 and VGG19.

B. Residual Feed Forward CNNs

Unlike plain feed forward networks, in Residual neural networks the data skip connections or jump over some layers. ResNet models normally skip one or two layers may be ReLu layer, data normalization layers. The popular examples of residual networks in deep learning models are Resnet50, Resnet101, googlenet and so on.

In this work, we make use of the strong suit of deep learning models in an inclusive range of human Brain-related diseases. In Section 2, Discussed the related work for brain tumour classification and
other applications. Section 3 dedicated to The Proposed approaches with pre trained CNNs like Alexnet, VGG, ResNet for ImageNet Challenge. Section 4 is for the results and discussions followed by Conclusion.

II. RELATED WORK

Wide variety of applications are using deep learning and it’s not requires any features which are to be selected by manual or handcrafted [9]. Deep learning algorithms will consider all the features with low and high level semantic information and classify automatically. Transfer Learning targets to gain the knowledge from one or more other fields and improve learning in the target field [10].

Festra method is implemented using transfer learning for microscopic image classification [11]. This method is used for feature extraction and differentiates thin sections of the images. The transfer learning models are compared the CNNs from scratch for plankton classification for a large database. But training CNNs from scratch requires large datasets. Pang et al used a transfer learning approach and a deep learning model based on the basic picture elements of real medical images using supervised training [12]. Alwyn Mathew et al used pre-trained Google’s inception model for ATM surveillance dataset for security purpose [13]. For an image search and classifications, The pre-trained CNNs, like VGG-Net and AlexNet are used to extract the features [14]. Meng, Dan, et al used a fully connected network (FCNet) using VGGNet and a deep classifier for liver fibrosis classification [15]. Dimitrios Marmanis et al proposed a simple and computationally efficient approach to schema to combine features extracted from deep networks [16].

III. CLASSIFICATION THROUGH TRANSFER LEARNING

A. DataSet

The BRATS dataset [17] MR brain nifty format image dataset used for classification, in this High Grade Gliomas(HGG) and Low Grade Gliomas are provided separately with ground truth for segmentation.

LGG and HGG volumetric information (3D) are converted into 2D using ITK SNAP tool [18]. MR brain volumetric information can be viewed in three modes as Axial, coronal and sagittal. In this work Axial mode 2D slices are taken from FLAIR modality Images with reference to the ground truth 2D Slices. Each image is with dimensions 240X240X155 and Slices are extracted randomly between 70th and 110th Axial Mode. We have extracted 500 slices from Benign (LGG), 500 slices from Malignant (HGG) and totally 1000 slices of both as Brain Tumour Data Set (BTDS). The resultant extracted the 2D slices are with size 240X240.

The BTDS spited into Training (70%), Development (20%) and Testing (10%) sets. Below table represents the number of slices for each Training, Validation and Testing sets respectively.

<table>
<thead>
<tr>
<th>No. of Images</th>
<th>1000</th>
<th>700</th>
<th>200</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Benign</td>
<td>500</td>
<td>350</td>
<td>100</td>
<td>50</td>
</tr>
<tr>
<td>Malignant</td>
<td>500</td>
<td>350</td>
<td>100</td>
<td>50</td>
</tr>
</tbody>
</table>

B. Pre-Processing

Pre-processing of BTDS is an important step in advance to the training, validation and testing phases of model on images. This step avoids over fitting problem by removing the noise, removing bias effects and performing data augmentation on the dataset.

Denoising

For Denoising the input MR image slices, a feed forward Denoising Convolution Neural Network (DnCNN) and median filter is used. This DnCNN can handle Gaussian Denoising with unknown noise level. This can also detect the simple noise level and other high frequency artifacts of images. DnCNN not only removes the noise from the images but also benefited by GPU computing.

Data Augmentation

Data Augmentation is the major part of pre-processing in transfer learning. This involves many techniques as Resizing, Scaling, Translation, Rotation, Flipping, Adding Salt and Pepper noise, Lightening Conditions, Perspective Transform. Amongst data augmentation techniques, the specific operation can be preferred and applied to the images based on the requirement. Different pre-trained images accept diverse RGB image sizes at input layers. All the training, validation and testing images should be resized as per requirements of the pre trained network. So, at present, Image resizing is the only augmentation technique that is going to be applied. Table 2 shows the augmentation required for different pre-trained networks.

<table>
<thead>
<tr>
<th>Image size in BTDS</th>
<th>Resize of Images as per pre-trained Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>240X240</td>
<td>Alexnet / 227X227</td>
</tr>
<tr>
<td>240X240</td>
<td>VGG19 / 224X224</td>
</tr>
<tr>
<td>240X240</td>
<td>Resnet50 / 224X224</td>
</tr>
<tr>
<td>240X240</td>
<td>Resnet101/ 224X224</td>
</tr>
<tr>
<td>240X240</td>
<td>Googlenet/ 224X224</td>
</tr>
</tbody>
</table>

Sample Training MR Brain Axial slices are shown IN Fig.2

IV. TRANSFER LEARNING MODEL

Figure 2 shows the transfer learning model for different pre-trained Deep learning models. Through this model we have trained models like Alexnet, VGG19, Resnet50, Resnet101, etc…
Fig. 1. Transfer Learning Model

Fig. 2. Sample training MR Brain Image Axial Slices
All the pre-trained models used for classifying 1000 classes. Their parameters (weights) are trained to classify approximately 1000 classes of scene images. In this work all these models are retrained for 2 classes (Benign and malignant) by freezing convolution layers and redefining the number of classifying classes.

V. RESULTS AND DISCUSSIONS

A. Training and Validation Phases

Fig.3. TL_Alexnet Training and Validation

Fig.4. TL_VGG16 Training and Validation

Fig.5. TL_VGG19 Training and Validation

Fig.6. TL_resnet50 Training and Validation

Fig.7. TL_resnet101 Training and Validation

Fig.8. TL_googlenet Training and Validation

Fig.3 to Fig.8 shows training and validation phases of pre-trained models. Each model has taken different timing for completing these phases. Table III shows the details of time taken for training and validation by each model.
Table III Data augmentation for different pre-trained networks

<table>
<thead>
<tr>
<th>Resize of Images as per pre-trained Model</th>
<th>Time taken to train the Model (hours : minutes : seconds)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexnet</td>
<td>00 : 02 : 10</td>
</tr>
<tr>
<td>VGG19</td>
<td>00 : 28 : 11</td>
</tr>
<tr>
<td>Resnet50</td>
<td>00 : 07 : 18</td>
</tr>
<tr>
<td>Resnet101</td>
<td>00 : 22 : 47</td>
</tr>
<tr>
<td>Googlenet</td>
<td>00 : 02 : 34</td>
</tr>
</tbody>
</table>

B. Confusion Matrix and Validation Metrics

The performance of the classification model is often described by ‘confusion matrix’. The elements of confusion matrix are as follows

True Positives(TP): No. of Benign/ Malignant MR images those are classified as they are Benign/ Malignant.

True Negatives(TN): No. of Non-Benign/ Non-Malignant MR images those are classified as they are Non-Benign/ Non-Malignant.

False Positives(FP): No. of Non-Benign/ Non-Malignant images those are classified as they are Benign/ Malignant.

False Negatives(TN): No. of Benign/ Malignant MR images those are classified as they are Non-Benign/ Non-Malignant.

Validation Metrics:

\[\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}\]  \hspace{1cm} (1)

\[\text{Sensitivity} = \frac{TP}{TP + FN}\]  \hspace{1cm} (2)

\[\text{Specificity} = \frac{TN}{TN + FP}\]  \hspace{1cm} (3)

\[\text{PPV} = \frac{TP}{TP + FP}\]  \hspace{1cm} (4)

\[F1 - \text{Score} = \frac{2 \times \text{PPV} \times \text{TPR}}{\text{PPV} + \text{TPR}}\]  \hspace{1cm} (5)

Fig.10. Comparison of pre-trained Deep learning models on BTDS
VI. CONCLUSION

In this paper, transfer learning based approach for brain tumour image classification is implemented. The state of art pre-trained plain and residual feed forward CNNs, like Alexnet, VGG16, VGG19, ResNet50, ResNet101 and Google net are used. All these networks are trained on BTDS prepared to classify Benign and Malignant tumors. The same model can be used to classify other organs of the human body with other medical imaging techniques as well. Performance Metrics are evaluated, VGG19 has shown better accuracy as 98.75% among the other deep learning models.
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