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Abstract: Big data is said to be huge amount of data. These data’s 

may be either structured or unstructured data. It is used for 
performing prediction in many fields and one among them is 
weather forecasting. Many feature selection techniques has been 
introduced but all these techniques failed to get accurate result. In 
order to improve weather prediction with less complexity, a Point 
Biserial Correlated Feature Selection (PBCFS) technique is 
introduced. The big weather dataset comprises the ‘n’ numbers of 

features. Initially, the PBCFS technique uses a point biserial 
correlation coefficient to determine relevant feature or irrelevant 
features among the several features. These relevant features 
which is selected with the help of this feature selection method can 
be used for clustering, classification or any other method to 
perform prediction. The polytomous (i.e. different classes) 
regression function analyzes the input data with the selected 
features to provide the significant results as output. Experimental 
evaluation of proposed PBCFS technique and existing methods 
are carried out using a big weather dataset. The result shows that 
we get the output with high feature selection accuracy.  
 
Index Terms: Big data, weather forecasting, feature selection. 

I. INTRODUCTION 

The term big data means large amount of data it differ from 
the normal data. It consist of both structured and unstructured 
data and it is difficult to handle. To predict the future weather 
condition weather forecasting is used [1][2]. Big data plays a 
major role in most of the applications. In this work input data 
is taken with the help of remote sensing device which is said 
to be remote sensed data. In order to select the relevant 
features for more accurate prediction, 
typicality-and-eccentricity-based evolving intelligent method 
was introduced in [3] using Spearman rank correlation. The 
method has a higher false positive rate in the weather time 
series prediction. Genetic algorithm based feature selection 
was introduced in [4] for predicting the very short-term deep 
rainfall. The approach does not use efficient machine 
learning approaches for enhancing the prediction accuracy.  
Hadoop Map Reduce technique was developed in [5] for 
improving the weather prediction with big data. The 
technique does not use any feature selection algorithm for 
minimizing complexity[6][7]. Inorder to improve the feature 
selection with high complexity Point Biserial Correlated 
Feature Selection (PBCFS) is introduced. The main 
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contributions of the proposed PBCFS-LPBC technique are 
described as follows. In this Point Biserial Correlated Feature 
Selection (PBCFS) technique feature selection is done. 
Feature selection is an attribute selection from the large 
dataset for predictive analytics with less complexity. The 
various data mining techniques such as clustering, 
classification and so on are used for predictive analytics. The 
relevant feature from the big dataset is selected before the 
predictive analysis.  In first, the number of features in the big 
weather dataset is selected for solving the complexity 
problem in the data classification and improving the 
prediction performances. The Point Biserial Correlation 
separates the features into two subsets as relevant and 
irrelevant by computing the mean and deviation. 

II. POINT BISERIAL CORRELATED FEATURE 

SELECTION 

 
 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Flow process of PBCFS technique 
A Point-Biserial Correlation Coefficient is used for 
measuring the linear correlation to identify the relevant 
features. Flow process of LPBC technique is illustrated in 
figure 1. The process of the PBCFS technique is the feature 
selection from the big weather dataset. The big weather 
dataset consists of hundreds and thousands of instances and 
each of which is represented through the number of features 
(i.e. attributes). While processing more instances with the 
feature set, time complexity arises [8][9]. Conventional 
feature selection algorithm was developed to improve the 
stability of choosing relevant features under the small sample 
size [10]. However, accurate and effective feature selection 
was not performed. Therefore, a feature selection is required 
for minimizing the complexity in data classification. 
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NOTATIONS DEFINITION 

 
Set of features 

 
Big weather dataset 

 
Point-biserial correlation 
coefficient 

 
Mean value on the features in the 
subset 1 

 
Mean value on the features in the 
subset 2 

 
Number of features in subset 1 

 
Number of features in subset 2 

 
Total number of features 

 
Standard deviation 

 
Table 1: Notations and its definition  

 
Table 1 shows the notation and its definition used in the 
below equation.  

 
The PBCFS technique uses the Point Biserial 

Correlation coefficient for finding the statistical correlation 
between the two variables such as features and dichotomous 
variable. A Dichotomous is a separation of an entire set into 
two subsets namely relevant set and irrelevant set. The 
correlation between the subset and features are measured to 
find the relevant features. Therefore, PBCFS technique 
performs better than the least absolute shrinkage and 
selection operator (LASSO). Because, LASSO is used for 
variable section but it is computationally slow. Let us 
consider the ‘n’ number of features in the big weather dataset 

 
 

  (1) 
From (1),  denotes a set of features 

 ,  represents a big weather dataset.  To 
calculate correlation, the dataset is divided into two subsets 
where the first set received the binary values as ‘1’ and the 

other one is received as ‘0’. The binary value ‘1’ indicates 

features in the subset are more relevant for weather 
forecasting. The other binary value ‘0’ indicates a feature in 

the subset is not relevant for further processing. In addition, 
standard deviation is calculated for dividing the dataset in 
two subsets. If the feature is highly diverged from standard 
deviation (i.e., weather data), then the dataset is divided into 
irrelevant set. Otherwise, the feature is slightly diverged from 
output of standard deviation, then the dataset is divided as 
relevant. Based on the concept, the point-biserial correlation 
coefficient is calculated as follows: 
 

   (2) 

From (2),  denotes a point-biserial correlation 
coefficient,   denotes a mean value on the features in the 
subset 1 and  represents a mean value on the features in 
the subset 2.  denotes a number of features in subset 1 and 

 denotes a number of features in subset 2.’  denotes a 
total number of features in the dataset.   represents the 
standard deviation. Standard deviation is used to identify how 
much the members of a subset diverge from the mean value 
for that subset.  The standard deviation is mathematically 
formulated as follows,  

   (3) 

From (3),  represents the standard deviation,  denotes 
features in the particular set,  denotes mean values of the 
features in the particular subset (subset 1 or subset 2), ’  
denotes a total number of features in the dataset. Based on the 
standard deviation and mean value, the features are separated 
as relevant or irrelevant into two subsets. The correlation 
coefficient selects relevant features in the subset 1 based on 
the mean and deviation value. The algorithm of PBCFS 
technique is described as follows.  
Algorithm 1 describes the point biserial correlated feature 
selection to improve the weather prediction accuracy. 
Initially, the weather big data comprises the number of 
features and the data. Before classifying the data, the feature 
selection is carried out based on the correlation  
measure. The high correlation between the features and the 
mean values of the subset used to select the relevant features. 
 
Input: Weather big dataset , number of 
features , Number of data ,  
denotes a different classes.  
Output:  Improve feature selection 
Begin  
\\ Feature selection  

1. for each  then 

2.     Measure the correlation  

3.      Select high correlated  features  
4.  end for 

End 
 
Algorithm 1 Point Biserial Correlated Feature Selection 

III. EXPERIMENTAL SETTINGS   

Experimental evaluations of proposed Point Biserial 
Correlated Feature Selection technique and existing methods 
namely hybrid neural model [11] and SVR [12] are 
implemented using Java language. The Atlantic hurricane 
database is used. The database is taken from 
https://www.kaggle.com/noaa/hurricane-database.  Proposed 
PBCFS uses holdout method for cross validation. The input 
dataset is separated into two sets such as training set and 
testing set. Most of training set is used for training i.e., 60 
percentage of data and smaller portion of the data is taken for 
testing i.e., 40 percentage of data. Besides, response variable 
i.e., prediction of cyclone is considered for experimental 
analysis.  
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Response variable (dependent variable) is defined as the 
result variable in the experiment. While studying the impact 
of the cyclone prediction from weather dataset, the response 
variable is prediction of cyclone ( ) and the independent 
variables are feature selection accuracy ( ), This result 
provides the feature selection accuracy ( ) as 75%.  Out of 
1000 data, 
 
Impact feature selection accuracy 
  
 Feature selection accuracy is defined as the number of 
features that are more relevant for weather prediction is 
selected correctly to the total number of features. The feature 
selection accuracy is mathematically calculated as follows, 
 

 (4) 
From (4), ‘ ’ represents the umber of features taken for the 
experimental evaluation.  The feature selection accuracy is 
measured in terms of percentage (%).  
 
Sample calculation for feature selection accuracy:  
Proposed PBCFS technique: Number of features selected 
correctly is 3 and the total number of features is 4. The 
feature selection accuracy is computed as follows, 

 
Existing hybrid neural model: Number of features 
correctly selected is 3 and the total number of features is 4. 
The feature selection accuracy is computed as follows, 

 
Existing SVR: Number of features correctly selected is 3 and 
the total number of features is 4. The feature selection 
accuracy is computed as follows, 

 

 
 

Figure 2 performance results of feature selection 
accuracy 

 
Figure 5 illustrates performance results of feature selection 
accuracy with three different methods namely of LPBC 
technique and hybrid neural model [11] and SVR [12]. As 
shown in figure 5, the numbers of features are taken as input 

varied from 4 to 20 for computing the feature selection 
accuracy.  Totally five different runs are carried out and 
provide the various feature selection accuracy results for 
three different methods. The above graphical result shows 
that the PBCFS technique accurately selects the features for 
predicting the different tropical cyclones in the Atlantic 
Ocean when compared to existing methods. This significant 
improvement is achieved by measuring the Point Biserial 
correlation. The Atlantic Ocean dataset is divided into two 
subsets.   Let us consider 4 features in the first run. The 
feature selection accuracy of LPBC technique is 75% 
whereas the feature selection accuracy of the hybrid neural 
model [11] and SVR [12] are 50% and 50% respectively. 
Similarly, the four remaining runs are carried out and 
compare the performance results of proposed and existing 
methods. The comparison results prove that the feature 
selection accuracy is considerably improved using PBCFS 
technique by 25% when compared to the existing hybrid 
neural model [11]. In addition, the PBCFS technique 
increases the feature selection accuracy by 44% when 
compared to SVR [12].  

IV. CONCLUSION  

The main goal of this research work is to perform feature 
selection with high accuracy in a minimum amount of time so 
that it can be used as the input of predictive analysis in many 
fields such as clustering classification and so on [13]. To 
improve the feature selection PBCFS technique is used. It 
helps to selects the relevant features for weather prediction 
from the dataset by using point-biserial correlation. The 
correlation coefficient separates the relevant features and 
irrelevant features to improve the feature selection accuracy 
and minimizes the time complexity. The performance of the 
proposed method is determined by  comparing it with the 
existing method and shows the it is more accurate than the 
existing methods. 
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