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Abstract: This Failure prediction of high-performance computing clusters (HPCC) is a crucial issue and a hot problem for many years. Previous works have failed to provide a robust method for real-time failure prediction of HPCC. The available techniques are old, unrealistic and provide low accuracy. This paper presents an efficient technique which provides robust failure prediction with good accuracy and state of the art models. We have employed the concept of long short-term memory (LSTM) with reinforcement learning to correct the prediction accuracy in real-time and provide a solution to the industry with reliable results.
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I. INTRODUCTION

With the rapid growth of available hardware resources, large datasets and complicated networks, high-performance computing clusters (HPCC) are increasing exponentially and they are expected to have millions of nodes in the near future [43]. With this scale, complexity, and dependability, researchers are facing key challenges for the proactive avoidance of node failures, timely mitigation and fast recovery with the lowest downtime in HPCC. There are several exemplary failures of HPCC in the previous decades, which triggered a huge loss for the parent organization in terms of time, money and human efforts [2], [4], [7], [8], [9], [10], [19]. Despite the fact that countless techniques are present for designing extremely reliable components, the increasing cluster size and intricacy has overtaken the further enhancement in the reliability of components. To address the above key challenges, one possible solution is to actively avoid HPCC failures by improving fault tolerance thresholds at the application level. Representative works in this domain include failure aware components accommodation [44], runtime failure support [45], scheduling [22] and check-pointing [46], [47]. However, these fault-tolerant techniques are unstable due to a lack of efficient and proactive failure prediction support in HPCC. For example, fault-tolerant techniques with a reactive measure like check-pointing should have a robust prediction of failure to reduce cost by incorporating intelligent checkpoints instead of blindly calling the checkpoint functions periodically [46], [47]. Similarly, for proactive measures it is necessary to have timely alerts about the failure so a mitigation process can be triggered – thus, timely failure prediction has a critical impact on the development of reliable clusters with lowest possible downtimes. Previous literature on failure prediction can be categorized into two main categories; model-based techniques in which a probabilistic model is derived from the detailed analysis of a system [23], [25], [26]. The other technique is data-driven in which historical data is exploited from already occurred events, main triggering factors of failures are considered and other correlated issues are derived, finally, a comprehensive data-driven model is prepared which can predict proactive failures of nodes. Due to the complexity and size of HPCC, the approaches based on probabilistic-model are too complicated and provide too many false alarms, which reduces its efficiency factor, on the other hand, data-driven methods are more reliable in terms of robust failure prediction [30], [32], [34], [39], [42]. To predict the occurrence of a failure, in-depth and comprehensive understanding of correlated factors is required. Past studies on IBM BlueGene/L [23] and LANL [5], [29], exposed significant trends for the root cause of failures in HPCC. There exists strong temporal co-relation (time-of-day and day-of-week patterns) alongside with failure types (spatial information) that may reveal the important properties of such events to predict the trend in HPCC failures. There are few works exploiting temporal and spatial relations of these trends for failure estimation and practical management in real-time [48], [26]. According to our observation, most of the spatiotemporal based failure prediction techniques are severely unrealistic, which employ heuristics to grasp the temporal and spatial information about failure event by using profiling. This technique is failed to provide real-time accuracy because these models lack to measure the spatiotemporal features with respect to different time-scales. An HPCC has a hierarchy of nodes and failures can happen in several places. Therefore, a robust failure prediction model should be able to forecast the component which can be the root cause for failure. In this work, we exploited temporal and spatial information of event data using state of the art technique LSTM, bMoreover, already presented studies focused on static and one-time training of model which means that the model will utilize one-time training data and provide the prediction results based on that training. However, the event data can be old, deterred or have some missing values.
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We have proposed a robust method, which employed an LSTM based model with feedback and periodic training. The newer training will accommodate the latest events data and provide an up-to-date dynamic prediction. To summarize this, we provide the following contributions in the work:

- We have proposed a robust prediction method based on an advanced approach as LSTM [49];
- We have incorporated feedback and fine-tuned the model on the basis of reinforcement learning;
- We incorporated Rainbow [50] based reinforcement learning technique and compared the results with the current state of the art;

The rest of the paper is organized as follows. Section II provides exemplary failures and related works on HPCC failure. The detailed architecture of the proposed methodology is elaborated in Section III. Section IV presents the dataset description, experimental setup, and evaluation in terms of results. Finally, Section V deduces the conclusion with some discussions and future works.

II. EXEMPLARY FAILURES AND RELATED WORK ON HPCC FAILURE

Despite the fact, that the distributed systems are expected to be reliable and invulnerable to failure, engineers have to face un-maskable consequences incurred by the failure of hardware, human error, network, software or undetermined. This section will provide a chronological and comprehensive study of previous works on the topic of cluster failures its prediction and mitigation process. Moreover, exemplary failures that had affected the huge scale of services will be discussed in relation to cluster failures. This study is one of the major factors which leads us to provide a robust failure prediction system using state of the art techniques.

A. Exemplary Failures of HPCCs in recent decades

The famous Open Science cluster Grid3 [1] had to suffer from around 30.0% job failure because of the site issues like HDDs failure [2]. Similarly, a European ICT organization experienced catastrophic failure of Grid’5000 [3], on and off between 2005 to 2007. This organization was providing services to a massive army of scientists and had to reconcile serious penalties due to Grid’5000 failures [4]. The possible causes of failure were estimated to be a software stack’s immaturity (software failure) [5] and mishandling of the scheduling system (OS failure) [6].

Overloading (software failure) of high-performance clusters can also lead to disastrous effects, even on peer-to-peer clusters (not to mention the fact they are scalable by design). For instance, the BitTorrent file-distribution had to suffer from the lowest performance in 2009 and 2010 due to memory overloading [7]. A multiplayer game, “World of Warcraft” have to suffer from downtime every week for 4 hours due to memory overloading issues, which are still costing them a huge amount of revenue [8]. Moreover, the IT infrastructure of the USA and Italy struck in 2003 due to a power cut and file system failure [9].

Similarly, in 2004 several tech giants (Google, Yahoo, and eBay) had to undergo downtime due to Akamai [11] failure (CPU snags) as they were counting on the content distribution of Akamai [10]. This costed Akamai, countless clients. On the same point, 20% of PlanetLab [12] resources remained inaccessible to scholars, several times throughout 2004 [13]. Facebook, Instagram, WhatsApp, and Twitter went down frequently in 2008, 2010 and 2019 due to memory failures in clusters [14],[15],[16]. Hotmail server went down for several hours in 2010, Goodreads had to face the same in the middle of 2012 [17]. Software handling, the network configuration of Amazon services led to downtime in April 2011 [19]. Due to software failure and memory overloading, BATS and Nasdaq failed in the middle of the Facebook public offering launch [18].

B. Previous work on Failure prediction of HPCC

Bianca, et al. [20] performed a statistical analysis of Los Alamos National Laboratory (LANL) [21] failures recorded data. On the basis of statistical analysis, they tried to explain the root causes of failures and mean time of failures. Moreover, they analyzed how much it took to repair a failed node. By following Weibull distribution, they stated that there are different failure rates for different systems starting from 20 to 100 in a year. Similarly, they stated the repair time between an hour to a day by exploiting lognormal distribution.

Wewei Zheng, et al. [22] proposed an efficient approach that predicts the failures of clusters and computing elements. They designed a structure for the groups having a probability of shared risks and described a few correlated properties of those groups. They provided associations of these properties and updates them using rule mining techniques. These associations were discussed and exploited for upcoming failures. They have performed exhaustive testing on the LANL HPC dataset. After experiments and testing, they have claimed 89% Precision, 80% Recall, and 84% F-measure in terms of prediction for a cluster having 16 nodes.

Thomas J. Hacker, et al. [23] developed an approach to understanding the reliability concept of IBM Blue Gene systems [24]. This was four steps comprehensive approach: the first step is comprised of reducing the dependent events from logs, which are less correlated; the second step was to define the statistical analysis and state the methodologies that can predict the mean time to failure (MTTF) efficiently. In the third step, they modeled the spatial and temporal information of log data. Finally, they used a combination of the Markov model, Weibull distribution, exponential distribution, and gamma distributions to predict the health status of a node. They have claimed comparable results for their prediction technique. Daniel Ford, et al. [25] applied the clustering heuristic to classify the failure types of distributed systems. They identified some issues which are not directly related to failure but can be stepping stones towards it, for example, the placement of systems, reboot times and frequency, sudden power failure and battery transfer. Based on their findings, they provided feedback to the data engineers working at Google about how to use proactive approaches to reduce the failure rates in Google’s high-performance computing systems. Hertong Song, et al. [26] introduced a homogeneous framework for availability modeling of high-performance systems during runtime. They applied Markov Models for the implementation of the proposed system. Their system can collect event logs, filter the failure correlated logs and provide a detailed analysis of a real-time cluster.
This framework provides comprehensive resource availability and guarantees accurate results. They have demonstrated the results by testing this model on a real-time Lawrence Livermore system [27].

Praveen Yalagandula, et al. [28] analyzed traces of PlanetLab [12], DNS [29] and a cluster with 100 nodes to find the failure causes in these systems. Despite previous findings, their work focused on significant properties of initial discoveries. They have presented the following findings:

- The availability does not always mean better MTTF or MTTR;
- By utilizing a good predictive model, MTTF and MTTR may be accurately predicted;
- Engineers should not rely on the building design to have predictive alerts;
- While designing the high computing systems, correlated factors should be kept in mind.

Song Fu, [61] designed an infrastructure of a distributed virtual machine which is reconfigurable in terms of node selections for proactive failure prediction and management. They suggested node selection methods for this reconfigurable machine to make it failure-aware by taking performance and reliability metrics into account. Their methods provide effective and reliable node selection methodologies and deduced best-fitting nodes. They conducted tests on the NAS Parallel Benchmark [31] and stated that the job accomplishment rate can be enhanced by the factor of 17.6% with the new task completion rate of 91.7%.

Chokchai, et al [32] provided a solution of high availability for open source cluster by employing a robust technique of component redundancy. They proposed an efficient failure repair model which can predict the availability factor for the open source cluster. For modeling the behavior and high availability they employed Stochastic reward nets [33] and provided a robust technique. After exhaustive testing, they provided System Availability of 0.99% with Mean cluster downtime 34.9 minutes per year for cluster having four nodes. Jixing Gu, et al. [42] presented a two-way dynamic prediction technique based on meta-learning. They introduced a continuous increase of training data while the system is in the running state and the technique to transform the rules of failure by tracing the prediction in terms of accuracy. They stated 70% accuracy in failure prediction of the runtime system with 10% false alarm rate.

Liang, et al. [34] collected comprehensive logs of IBM BlueGene/L [38] and showed that log data can be converted into classification data by using minimal resources and computation efforts. They further classified that data into sub-classes of failure prediction by employing different classifiers like Support Vector Machines [35], RIPPER [36], KNN [37] and their own customized K-NN. Their results suggested that customized KNN outperformed other classifiers in terms of failure prediction with an F measure of 70.0% for a 12-hour and 50.0% for a 6-hour prediction timeframe.

Li, et al. [39] proposed an adaptive method FT-Pro which provides fault management methodology by selecting the appropriate action in case of failure. The system can select from data migration, checkpoint or take no action based on the failure estimation by calculating the cost of a decision. They tested this system on event logs from NCSCA [40] and stated that if a prediction technique even with minimum failure prediction accuracy is applied, their system can outperform all the traditional fault recovery techniques with the 30% margin rate and it can reduce the execution time of the application significantly. Similarly, Fulp, et al. [41] proposed an SVM based approach that can predict the failure of the cluster based on its previous event logs. They applied sliding-window based message passing technique which can robustly predict an upcoming failure. They tested their system on a Linux cluster and stated 73% accuracy for advance failure prediction.

Song Fu, [30] developed the spherical-covariance based model PRpredictor, having adjustable parameters for timescale to learn the spatiotemporal features of the failure prediction data. They provided correlations of important features with the failure events and predicted the future failures. For the evaluation of performance of PRpredictor they employed various types of offline and online prediction tests and achieved 76.0% precision in offline estimation of failure and 70.0% accuracy in online prediction.

III. PROPOSED METHODOLOGY

A. Long Short-Term Memory Units (LSTMs)

To grasp the spatiotemporal information of HPCCC’s data for robust failure prediction, we employed the network proposed by [49] which is called Long Short-Term Memory (LSTM). This network is an optimized version of Recurrent neural network (RNN) [54] with various enhancements in terms of robustness and a solution to the vanishing gradient problem [59]. LSTM network remembers the errors from a long state of time (solving a long-term dependency problem). This error is back-propagated over time through hidden layers. It can optimize the loss over several time stamps even more than 1000 – thus, it is easier to maintain a constant error throughout the training, which provides a strong analysis of trends in time series data [53]. Similar to RNN, LSTM has a chain like an assembly of repeating modules/nodes/cells. However, instead of depending upon a single layer of the neural network (in the repeating nodes), LSTM has four layers of NN, interacting with each other in a specified way. The chain-like the assembly of LSTM can be visualized in Fig. 1.

As discussed above, the repeating cell of LSTM retains information in a different way as compared to the normal drift of the RNN cell. The LSTM cell chooses intelligently from the prescribing decisions of read, write, discard and store, with the help of gates much similar to the computer memory. However, the configuration of these gates/activation functions is analog, which makes it differentiable and appropriate for the backpropagation. Technically, these activation functions, activate the input signals, the same way as in convolutional neural network [54]. These functions discard or retain information by measuring its importance and strength with the help of weights. These weights are learned during the recurrent networks' training process. Fig. 2, demonstrates the data flow in the recurrent cell and the control of gates.
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Fig. 1 Chain like the assembly of repetitive cells in LSTM

Fig. 2 Single repetitive cell of LSTM architecture

In the diagram above, the first sigmoid function represents the forget gate that provides the information, that should be retained from the previous cell’s output. The second and third activation functions show the input gate and save vector as Tanh and sigmoid respectively. The final sigmoid illustrates the output gate which highlights, what information will be provided to the hidden state. As it can be clearly visualized from Fig. 2, an LSTM repetitive cell has the following four types of gates:

- Forget Gate represented by $R$
- Input Gate represented by $D$
- Input Modulation Gate or save vector represented by $D_t$
- Output Gate represented by $U$

B. Forget Gate

Forget gate takes the output from the previous cell $S_{t-1}$ as an input signal and take decisions about what information is ineffective, which should be discarded in the output state $S_t$, this helps to retain only relevant information for impactful learning. This gate is comprised on a Sigmoid activation function [55] which squeezes the input signal between 0 and 1. The mathematical expression of forget gate can be described as (1)

$$R_t = \varphi (Weight_p[S_{t-1}, I_t] + b_p) \quad (1)$$

Where $W_p$ is weights, $S_{t-1}$ is the input from the previous cell, $I_t$ is current input and $b_p$ is biases. The Fig. 3 illustrates the forget function.

Fig. 3 Visualization of forget gate in LSTM

C. Input Gate and Save Vector

The block decides, what information to save in the cell’s current state by using the combination of two gates: the input gate $D_t$ and the save vector $D_t$. The input gate is comprised of a Sigmoid activation function as well, which decides the values that will be updated in the current state. The Save vector gate produces a vector of candidate values (what to output) based on the decision provided by the input gate. It chooses Tanh [56] as an activation function. The input gate and save vector can be represented as an equation (2) and (3) respectively.

$$D_t = \varphi (Weight_D[S_{t-1}, I_t] + b_D) \quad (2)$$

$$D_{t} = \tanh (Weight_D[S_{t-1}, I_t] + b_D) \quad (3)$$

Fig. 4 Visualization of input gate and save vector in LSTM

Based on the concatenated candidates provided by the input gate and save vector, the old cell state is updated from $D_{t-1}$ to $D_t$, which is the current cell’s state. For the implementation of that, the output of $R_t$ (forget gate) is multiplied with the old cell state $D_{t-1}$ and then added with $I_t \times D_t$. The resultant state $D_t$ has new candidate values, decided by concatenation of input gate and save vector as described in (4)

$$D_t = R_t \times D_{t-1} + I_t \times D_t \quad (4)$$

D. Input Gate and Save Vector

Finally, the output is decided based on the updated cell’s state via output gate. This gate consists of two activation functions, Sigmoid and Tanh. First, the sigmoid function decides, what part of candidates’ vector will be the productive output. Then, with the help of tanh, the output of sigmoid is pushed between $-1$ and $1$. This can be mathematically expressed as (5) and (6)

$$U_t = \varphi (Weight_U[S_{t-1}, I_t] + b_U) \quad (5)$$

$$D_t = U_t \times \tanh (D_t) \quad (6)$$
E. Reinforcement learning for hyperparameters optimization

Due to the obvious reason that machines are highly unpredictable in work patterns, the output trends change all the time. Even if LSTM is employed to generate extremely accurate failure prediction models, the results can vary due to HPCC\’s behavior and unpredictability. This means the models should be constantly optimized in real-time working, so we don\’t have to suffer from such issues. To make this happen, the possible solutions can be:

- Addition, removal or change focus towards more correlated features;
- Improve the model\’s prediction through the incorporation of feedback, use appropriate values for hyperparameters;
- Use the loss values for current predictions vs. real-time value and add the mechanism of reward/punishment (Reinforcement Learning); due to

Because of the reason, we have a limited number of pages, rather than explaining the basis of RL, it is decided to jump into implementation details of the RL approaches. The only basic knowledge needed to understand here is: that RL algorithms work exactly like the human learn some gaming algorithms through reward/punishment mechanism. If he/she gets the rewards of a particular score, he/she will continue to use that approach and learn it for further reuse. On the other hand, if he/she gets the punishment/lose the scores, it is obvious to lose that move and don\’t rely on it. From the implementation point of view, we will utilize the Q-learning approach where the value of an action (from state “A” to state “B”) is calculated. For this, we will exploit the Rainbow technique which is a blend of 7 Q-learning based algorithms. For the critical purpose of setting accurate reward policy, we have employed following mathematical expression:

$R = P_{\text{accuracy}} + 2 \times P_{\text{loss}} \quad (7)$

Where $R$ is a reward, $P_{\text{accuracy}}$ is the accuracy of prediction and $P_{\text{loss}}$ is a loss calculated by RL techniques.

F. Rainbow technique

The Rainbow is an advanced Q-learning approach proposed by [50] for deep reinforcement learning. It efficiently combines 7 Q-learning algorithms to provide robust results. This approach has utilized the following techniques to achieve the best results:

- DQN, which represents Q value by exploiting neural network-based learning to minimize the loss function to represent the Q value. Similar to supervised (deep) learning, in DQN we train a neural network and try to minimize a loss function;
- Double Q Learning is exploited to handle the problem of overestimation effectively;
- Prioritized replay chooses a mechanism of distribution to give higher priority to the samples, which causes higher Q loss in the last iterations instead of replying to the randomized samples;
- Dueling networks architecture having two streams of networks. One for the value optimization and other for advantage calculation. To merge both streams, we employed special aggregator [58];
- Multi-step learning computes the Q-values using N-step returns instead of learning it from just a single next step;
- Distributional RL can approximate the distribution of Q-values instead of using an averaging mechanism;
- Noisy Nets are employed in the network, which helps it to learn the difference between noise and targeted values;

Technically, the LSTM\’s prediction output is fed to the Rainbow network to estimate reward for advantage learning. We employed Bellman equation [60] to estimate the temporal difference error at time $T$ as follows:

$\text{Temporal}_{\text{adv}}(T) = Value_{\text{state}}(T) + \frac{\text{reward}(T) + \gamma Value_{\text{state}}(T + 1) - Value_{\text{state}}(T)}{\beta} - \{A - \text{dv}(\text{state}(T), \text{action}(T))\} \quad (8)$

Where $\beta$ is a constant for scaling the difference between optimal and targeted values. While, $Value_{\text{state}}$ is the value of the current state the at timestamp $T$.

IV. DATASET

The LANL is a publicly available dataset collected by Los Alamos National Laboratory (LANL) [5]. This repository has a dataset of HPCC for the past 9 years, which covers 8 HPCC, 22 cluster nodes, 4,750 nodes and 24,101 high computing processors. This dataset has records of each failure that causes a node downtime, anytime during the 9-year period. LANL covers all types of failures in HPCC including five major categories of failure of hardware, network, human error, software, undetermined. For every type of failure, the record has: the time it started, repairing time, the node, and the root cause of failure. The details about dataset have been provided in Table 1 below:
As described in Table 1, the cluster nodes are of two types: Nonuniform-Memory-Access (NUMA) or 2/4-way Symmetric-Multiprocessing (SMP), according to the memory sharing process. On the basis of memory and processing component (procs) models, the dataset is divided into 8 HPCC (named A-H).

V. RESULTS AND EVALUATION

A. Experimental setup

We have employed 3 layers of stacked LSTM with 25 input units and 500 hidden units, and one Dense layer with 1 output - the failure prediction. For the initializer, we employed Xavier initializer and we will use L1 loss. We used Adam optimizer with variable learning rate. We trained the LSTM model for 500 epochs with early stopping mechanism. Data preprocessing is exploited to fill the missing values with zeros. The redundant values from the dataset using PCA dimensionality technique. This experiment was conducted with the LANL dataset from the time span of May 1997 and April 2002. Then, we evaluated the online prediction performance from May 2002 to April 2005.

B. Results

The results provided by our proposed mythology are explained below:

![Fig. 6 Accuracy of hardware failure](#)

![Fig. 7 Loss of Hardware Failures](#)

![Fig. 8 Accuracy of human error failure](#)
Fig. 9 Loss of human error failure

Fig. 8 provides the illustration of validation accuracy for the Human error-based failure prediction. The accuracy started with the low starting point at 36.2%, but it increased up to 83.60% around 110th epoch. Then it remained consistent with marginal variations for the rest of the epochs. Likewise, the loss graphs can be seen in Fig. 9, where blue trendline represents a validation loss while the orange trendline shows training loss. There was a huge error between two losses in the beginning but it became steady and overlapped around 21th epoch. The final value of loss was 0.03 at 121th epoch.

Fig. 10 Accuracy of network failure

Fig. 11 Loss of network failure

The validation accuracy and loss graphs of network failure can be seen in Fig. 10 and Fig. 11 respectively. From Fig.10 it can be seen there are too many fluctuations in the validation accuracy of network failure with top accuracy of 74.35% at 116th epoch, while the losses have fewer fluctuations with a constant step of 0.03 at 82nd epoch. The reason for this strange behavior is unknown to us, we will try to investigate it in our future work.

Fig. 12 Accuracy of software failure

Fig. 12 presents the validation accuracy of software failures. The trend started from a high point a 58.3%, but after some variations, it became stable the 47th epoch, next possible fluctuation can be seen at a 74th epoch which again stabilized at 97th epoch at the rate of 79.92% and continued for the rest of the epochs. One other thing worth noticing is a flat accuracy step for the most for the epochs can be visualized. This performance has been seen even after 121th s epochs till the 500 epochs.

Fig. 13 Loss of software failure

The loss graph of software failure can be seen in Fig. 13 where blueline shows the validation loss and the orange line shows the training loss. Validation loss started from 1.3% and continued to decrease even after 121st epoch but for the better visualization purpose, we only included till 121st epoch. The final value of the loss was 0.0012% at 403rd epoch and remained constant after that.

Fig. 14 and Fig. 15 Shows the undetermined failures prediction’s accuracy. It can be seen too many fluctuations in the validation accuracy with the final accuracy of 82.73 at the 120th epoch. While the losses are shown in Fig. 15 shows the huge loss error in initial epochs, but overlapped around 38th epoch and continued after that.
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While for segment-4 SVC won the battle with 86.66%, for segment-5 random forest given 64.65% accuracy, on segment-6 SVC again stricken with 73.28% accuracy. Decision tree provided 69.07% accuracy and finally, KNN has provided 64.23% accuracy.

Table-3 presents the analysis of accuracy for unfound failures. It can be seen that the decision tree provided the highest accuracy values of 83.56%, 58.33%, 80.92% and 73.85% for segment-3, segment-4, segment-7, and segment-8 respectively. Similarly, for segment-2 and segment-5 logistic regression given the accuracies of 81.08 and 79.19%. SVC performed better for segment-1 and segment-6 with 76.29% and 77.79% respectively.

From Table-4 it can be visualized that logistic regression performed best with 86.38%, 74.94%, 80.41% and 71.42% accuracy for segment 3.5, 7 and 8 respectively. While for 6th segment Gaussian performed well. Similarly, decision tree, KNN, and SVC provided accuracies of 80.77%, 78.64% and 80.54% accuracy for segment 1, 2 and 4 respectively.

As it can be seen from Table-2 that for hardware-based failure prediction for segment 1 random forest provided the highest accuracy of 73.03%, for segment-2 KNN performed better as 75.67% accuracy, for segment-3, logistic regression

![Fig. 14 Accuracy of undetermined](image)

![Fig. 15 Loss of undetermined](image)

C. Comparative analysis

For the comparative analysis, we applied state of the art machine learning based techniques and provide prediction results. For this analysis, the LANL data set is divided into 8 segments based on node types. Five types of techniques: Gaussian-naïve bias; Support Vector Classifier; Decision Tree; K- nearest neighbors; Logistic regression and Random forest are applied on all 8 segments for failure prediction of all sub-types. The tables below provide a complete analysis of the applied algorithm’s accuracy with respect to all failure types.

<table>
<thead>
<tr>
<th>TABLE II</th>
<th>COMPARATIVE ANALYSIS OF ACCURACY FOR HARDWARE-BASED FAILURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seg</td>
<td>Gaussian-NB</td>
</tr>
<tr>
<td>1</td>
<td>0.5828</td>
</tr>
<tr>
<td>2</td>
<td>0.7162</td>
</tr>
<tr>
<td>3</td>
<td>0.5342</td>
</tr>
<tr>
<td>4</td>
<td>0.8666</td>
</tr>
<tr>
<td>5</td>
<td>0.5324</td>
</tr>
<tr>
<td>6</td>
<td>0.7152</td>
</tr>
<tr>
<td>7</td>
<td>0.6080</td>
</tr>
<tr>
<td>8</td>
<td>0.6071</td>
</tr>
</tbody>
</table>

As it can be seen from Table-2 that for hardware-based failure prediction for segment 1 random forest provided the highest accuracy of 73.03%, for segment-2 KNN performed better as 75.67% accuracy, for segment-3, logistic regression

<table>
<thead>
<tr>
<th>TABLE III</th>
<th>COMPARATIVE ANALYSIS OF ACCURACY FOR UNDETERMINED FAILURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seg</td>
<td>Gaussian-NB</td>
</tr>
<tr>
<td>1</td>
<td>0.7140</td>
</tr>
<tr>
<td>2</td>
<td>0.7297</td>
</tr>
<tr>
<td>3</td>
<td>0.6712</td>
</tr>
<tr>
<td>4</td>
<td>0.4933</td>
</tr>
<tr>
<td>5</td>
<td>0.7561</td>
</tr>
<tr>
<td>6</td>
<td>0.2926</td>
</tr>
<tr>
<td>7</td>
<td>0.4587</td>
</tr>
<tr>
<td>8</td>
<td>0.4285</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE IV</th>
<th>COMPARATIVE ANALYSIS OF ACCURACY FOR SOFTWARE-BASED FAILURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seg</td>
<td>Gaussian-NB</td>
</tr>
<tr>
<td>1</td>
<td>0.6458</td>
</tr>
<tr>
<td>2</td>
<td>0.1864</td>
</tr>
<tr>
<td>3</td>
<td>0.8631</td>
</tr>
<tr>
<td>4</td>
<td>0.4733</td>
</tr>
<tr>
<td>5</td>
<td>0.3498</td>
</tr>
<tr>
<td>6</td>
<td>0.8054</td>
</tr>
<tr>
<td>7</td>
<td>0.6907</td>
</tr>
<tr>
<td>8</td>
<td>0.7142</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>TABLE V</th>
<th>COMPARATIVE ANALYSIS OF ACCURACY FOR HUMAN ERROR-BASED FAILURES</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seg</td>
<td>Gaussian-NB</td>
</tr>
<tr>
<td>1</td>
<td>0.7125</td>
</tr>
<tr>
<td>2</td>
<td>0.6987</td>
</tr>
<tr>
<td>3</td>
<td>0.3982</td>
</tr>
<tr>
<td>4</td>
<td>0.7863</td>
</tr>
<tr>
<td>5</td>
<td>0.6821</td>
</tr>
<tr>
<td>6</td>
<td>0.5639</td>
</tr>
</tbody>
</table>
However, there is still room for improvement in terms of previous models with 82.12% accuracy. The overall accuracy of the proposed method is 82.12%. It outperformed the previous models with 82.12% accuracy.

VI. CONCLUSION

This paper presents a novel methodology for the failure prediction of high-performance computing clusters. The system is composed of two main components; an LSTM model for deep residual, spatiotemporal learning and a rainbow-reinforcement learning technique. We have tested this system on LANL dataset and performed detailed analysis of system behavior, for multiple clusters and all five failure types. The system is also tested on overall failure types and outperformed the previous models with 82.12% accuracy. However, there is still room for improvement in terms of accuracy, which we would target in our future research.
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