The Hybrid Optimization Algorithm for Load Balancing in Cloud

Pooja Arora, Anurag Dixit

Abstract: The advancements in the cloud computing has gained the attention of several researchers to provide on-demand network access to users with shared resources. Cloud computing is an advanced computing paradigm that permits the usage of computing infrastructures at different levels of abstractions as an on-demand service, which is accessible from internet or other computer network. Cloud computing gains more attention due to its easy availability and greater flexibility at low cost. But, the nodes in cloud computing tends to be underutilized while others seem to be overloaded due to uneven computing capacities of nodes, different task scale, and unbalanced load distribution. Thus, it becomes essential for spreading the loads among computing nodes for taking full benefits of cloud computing system and for improving the satisfaction of users. As a widespread commercial paradigm, the cloud computing attracts the attention of users from both industrial communities and academics. Hence, the development of sophisticated cloud computing applications allowed several enterprises and individuals for outsourcing the significant data to the cloud rather than constructing and handling local data centers. The cloud users are benefitted from different types of computing services due to the advancements in different types of computing services provided by the public cloud. The National Institute of Science and Technology (NIST) defines cloud computing as a model, which enables convenient and on-demand network access for devising a shared pool of configurable computing resources, such as servers, applications, networks, services, and storage, which can be quickly provisioned and released with less efforts and interactions.

Due to different services, the cloud computing provides simple and flexible mechanisms for keeping data and files to make them accessible for huge scale users. If large amounts of tasks occur on specific node, the tasks can be switched from overloaded nodes to underloaded nodes to minimize the tasks waiting time at nodes which is also termed as Load Balancing (LB). Moreover, allocation of task and balancing the loads are important for distributed systems. The purpose of LB is to understand the requirements of consumers by sending and receiving the data and information without taking much time. Load balancing is utilized for redistributing workloads into the cloud by designing different strategies to maximize the utilization of resource by avoiding the overhead. In cloud computing, load balancing is considered as one of the major challenges.

Without balancing the loads, cloud users may lead to delay and facilitates time-consuming responses. The load can be considered as a memory load, CPU loads, or a network load. The LB plays a vital role to increase the performance of Distributed System (DS). This DS can help to transfer the load into different processors of DS for improving the response time of tasks and utilization of resource by neglecting the condition, in which fewer processors are overloaded while other processors are in waiting state or performing underloaded work at a specific time allocated to the system. The LB is utilized for computing different terms, which involves communication delay, execution time, resource utilization, and throughput. A distinct distributed system, like Expert Cloud involves different distributed Human Resources (HR’s). This HR’s is responsible for connecting other HRs for attaining high performance and executes the tasks in an effective manner. For reducing the time for execution, the workload is likely to be distributed depending on the strength of HRs, which makes the load balancing essential. The goal of balancing load is to provide networks and resources by offering
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I. INTRODUCTION

Cloud computing attracts the researchers due to advancements offered in the service-oriented architectures. The huge scale applications devised in cloud computing generates huge number of tasks with large amount of workloads. The cloud computing is an advanced computing paradigm that permits the usage of computing infrastructures at different levels of abstractions as an on-demand service, which is accessible from internet or other computer network. Cloud computing gains more attention due to its easy availability and greater flexibility at low cost. But, the nodes in cloud computing tends to be underutilized while others seem to be overloaded due to uneven computing capacities of nodes, different task scale, and unbalanced load distribution. Thus, it becomes essential for spreading the loads among computing nodes for taking full benefits of cloud computing system and for improving the satisfaction of users. As a widespread commercial paradigm, the cloud computing attracts the attention of users from both industrial communities and academics. Hence, the development of sophisticated cloud computing applications allowed several enterprises and individuals for outsourcing the significant data to the cloud rather than constructing and handling local data centers. The cloud users are benefitted from different types of computing services due to the advancements in different types of computing services provided by the public cloud. The National Institute of Science and Technology (NIST) defines cloud computing as a model, which enables convenient and on-demand network access for devising a shared pool of configurable computing resources, such as servers, applications, networks, services, and storage, which can be quickly provisioned and released with less efforts and interactions.

Due to different services, the cloud computing provides simple and flexible mechanisms for keeping data and files to make them accessible for huge scale users. If large amounts of tasks occur on specific node, the tasks can be switched from overloaded nodes to underloaded nodes to minimize the tasks waiting time at nodes which is also termed as Load Balancing (LB). Moreover, allocation of task and balancing the loads are important for distributed systems. The purpose of LB is to understand the requirements of consumers by sending and receiving the data and information without taking much time. Load balancing is utilized for redistributing workloads into the cloud by designing different strategies to maximize the utilization of resource by avoiding the overhead. In cloud computing, load balancing is considered as one of the major challenges.

Without balancing the loads, cloud users may lead to delay and facilitates time-consuming responses. The load can be considered as a memory load, CPU loads, or a network load. The LB plays a vital role to increase the performance of Distributed System (DS). This DS can help to transfer the load into different processors of DS for improving the response time of tasks and utilization of resource by neglecting the condition, in which fewer processors are overloaded while other processors are in waiting state or performing underloaded work at a specific time allocated to the system. The LB is utilized for computing different terms, which involves communication delay, execution time, resource utilization, and throughput. A distinct distributed system, like Expert Cloud involves different distributed Human Resources (HR’s). This HR’s is responsible for connecting other HRs for attaining high performance and executes the tasks in an effective manner. For reducing the time for execution, the workload is likely to be distributed depending on the strength of HRs, which makes the load balancing essential. The goal of balancing load is to provide networks and resources by offering

Keywords: Cloud computing, load balancing, Elephant Herding Optimization, Grey Wolf Optimizer, reallocation, pitch factors.

I. INTRODUCTION

Cloud computing attracts the researchers due to advancements offered in the service-oriented architectures. The huge scale applications devised in cloud computing generates huge number of tasks with large amount of workloads. The cloud computing is an advanced computing paradigm that permits the usage of computing infrastructures at different levels of abstractions as an on-demand service, which is accessible from internet or other computer network. Cloud computing gains more attention due to its easy availability and greater flexibility at low cost. But, the nodes in cloud computing tends to be underutilized while others seem to be overloaded due to uneven computing capacities of nodes, different task scale, and unbalanced load distribution. Thus, it becomes essential for spreading the loads among computing nodes for taking full benefits of cloud computing system and for improving the satisfaction of users. As a widespread commercial paradigm, the cloud computing attracts the attention of users from both industrial communities and academics. Hence, the development of sophisticated cloud computing applications allowed several enterprises and individuals for outsourcing the significant data to the cloud rather than constructing and handling local data centers. The cloud users are benefitted from different types of computing services due to the advancements in different types of computing services provided by the public cloud. The National Institute of Science and Technology (NIST) defines cloud computing as a model, which enables convenient and on-demand network access for devising a shared pool of configurable computing resources, such as servers, applications, networks, services, and storage, which can be quickly provisioned and released with less efforts and interactions.

Due to different services, the cloud computing provides simple and flexible mechanisms for keeping data and files to make them accessible for huge scale users. If large amounts of tasks occur on specific node, the tasks can be switched from overloaded nodes to underloaded nodes to minimize the tasks waiting time at nodes which is also termed as Load Balancing (LB). Moreover, allocation of task and balancing the loads are important for distributed systems. The purpose of LB is to understand the requirements of consumers by sending and receiving the data and information without taking much time. Load balancing is utilized for redistributing workloads into the cloud by designing different strategies to maximize the utilization of resource by avoiding the overhead. In cloud computing, load balancing is considered as one of the major challenges.

Without balancing the loads, cloud users may lead to delay and facilitates time-consuming responses. The load can be considered as a memory load, CPU loads, or a network load. The LB plays a vital role to increase the performance of Distributed System (DS). This DS can help to transfer the load into different processors of DS for improving the response time of tasks and utilization of resource by neglecting the condition, in which fewer processors are overloaded while other processors are in waiting state or performing underloaded work at a specific time allocated to the system. The LB is utilized for computing different terms, which involves communication delay, execution time, resource utilization, and throughput. A distinct distributed system, like Expert Cloud involves different distributed Human Resources (HR’s). This HR’s is responsible for connecting other HRs for attaining high performance and executes the tasks in an effective manner. For reducing the time for execution, the workload is likely to be distributed depending on the strength of HRs, which makes the load balancing essential. The goal of balancing load is to provide networks and resources by offering

Keywords: Cloud computing, load balancing, Elephant Herding Optimization, Grey Wolf Optimizer, reallocation, pitch factors.
increased throughput with less response time.

The resultant data obtained by dividing the traffic among users is sent and received efficiently without causing a delay [13][4]. Also, load balancing provides several methods for maximizing the throughput, resource utilization, and system performance.

Several load balancing algorithms are devised for making use of resource in cloud system in an efficient manner. Thus, the load balancing algorithms are divided into two major types, which involve static and dynamic based on the decision of load balancing depending on current load or not. The static algorithms are not able to adjust dynamic changes of the system once the execution of task begins [1]. The dynamic algorithms can balance decisions with respect to the status of load at runtime and can adjust accordingly for redistributing the essential workloads, which lead to improved performance on dynamic algorithms. The two main mechanisms covered by the dynamic load balancing algorithms are diffusion methods and meta-heuristic-based methods. The combined strategy penetrations of some agents on others are referred as a diffusion mechanism [18][6]. The interface between neighboring nodes within the cloud can be abstracted as the diffusion process [19][6].

But, the diffusion method is responsible only for attaining locally optimal result. Metaheuristic- based approaches, like Genetic Algorithm (GA), Ant Colony Optimization (ACO), and Particle Swarm Optimization (PSO), and so on, are used to offer near-optimal solutions in specific time. In [20], a meta-heuristic algorithm, named Grey Wolf Optimizer (GWO) is devised, which is motivated from the behavior of grey wolves. Thus, the GWO algorithm imitates the leadership hierarchy and adapts a hunting method of grey wolves in nature. Here, four kinds of grey wolves, like alpha, beta, delta, and omega, are adapted to simulate the leadership hierarchy. Moreover, an advanced swarm-based metaheuristic search method, named Elephant Herding Optimization (EHO) [21] is devised to solve the optimization tasks. Here, the EHO is motivated from the elephant’s herding behavior. In EHO, the elephants from each group are updated using its current position and matriarch by clan updating operator. But, the performance of the incorporation highly depends on matching levels between the system model and meta-heuristic techniques.

### II. LITERATURE SURVEY

<table>
<thead>
<tr>
<th>Authors</th>
<th>Methods</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shang-Liang</td>
<td>Cloud Load Balance (CLB)</td>
<td>balance the loading performance when users logged in at the same time</td>
<td>The method failed to consider different load approach</td>
</tr>
<tr>
<td>Chen et al.</td>
<td>algorithm</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qi Liu et al.</td>
<td>Hadoop-LB with prediction model based on K-ELM (PMK-ELM)</td>
<td>reduce the running time, high accuracy</td>
<td>waste more storage space</td>
</tr>
<tr>
<td>Jia Zhao et al.</td>
<td>Load Balancing based on Bayes and Clustering (LB-BC)</td>
<td>improved throughput</td>
<td>The method failed to apply LAN</td>
</tr>
<tr>
<td>Shiva Razaghan zadeh et al.</td>
<td>load balancing strategy</td>
<td>improves the makespan and cost</td>
<td>The method failed to extend load balancing for dependent tasks and failed to consider more factors such as fault tolerance for HR label</td>
</tr>
<tr>
<td>Ranesh Kumar Naha and Mohamed Othman</td>
<td>Cost aware broker in g and Load aware broker in g algorithm</td>
<td>minimized the cost</td>
<td>The method failed to consider efficient load balancing algorithm for minimizing the execution time</td>
</tr>
<tr>
<td>Wei Hua Huang et al.</td>
<td>Fuzzy clustering method with Feature Weight Preferences for Load Balancing (FWPFC-LB)</td>
<td>achieve better load balancing performance</td>
<td>The method failed to consider adaptive parameter optimization for data fusion and convergence rate acceleration in clustering</td>
</tr>
</tbody>
</table>
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Narander Kumar and Diksha Shukla [7]

<table>
<thead>
<tr>
<th>Technique</th>
<th>Objective</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fuzzy row penalty method</td>
<td>Increase performance and scalability, minimize associated overheads, takes less execution time</td>
<td>Workload is not distributed properly</td>
</tr>
</tbody>
</table>

Santanu Dam et al. [8]

<table>
<thead>
<tr>
<th>Technique</th>
<th>Objective</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ant-Colony-Based Meta-Heuristic Approach</td>
<td>Minimize the make span as well as the number of Virtual Machine (VM) is also reduced</td>
<td>The method failed to include fault tolerance and priority of the job</td>
</tr>
</tbody>
</table>

In this section, the survey of eight existing techniques based on LB is elaborated along with their drawbacks. Shang-Liang Chen et al. [1] developed a dynamic annexed balance method for solving the problem caused by uneven distribution of loads. Here, the LB in cloud is taken into consideration for processing server power and for computer loading. Thus, the server can manage extreme computational requirements. At last, two algorithms in load balancing are tested with experiments for proving the approach to be innovative. The method can balance the load performance when the users are logged at same time, but the method is not applicable for different load methods. Qi Liu et al. [2] devised an adaptive scheme, named Hadoop-LEB using Prediction Model based on Kernel function-Extreme Learning Machine (PMK-ELM) algorithm to attain time efficiency by offering heterogeneous cloud infrastructure. A dynamic speculative execution strategy on real-time management for cluster resources is derived for optimizing the execution time of map phase and a prediction model is utilized for fast prediction with minimum task execution time. An adaptive solution is devised for optimizing the performance of space-time by combining the prediction model with a multi-objective optimization algorithm, but the method requires more storage space. Jia Zhao et al. [3] devised an advanced approach, named Load Balancing based on Bayes and Clustering (LB-BC), for deploying requested tasks to the hosts. LB-BC uses limited constraint for physical hosts to attain a task deployment approach with global search capability using performance function for computing the resources. Here, the Bayes theorem is integrated with the clustering process for obtaining optimal clustering set with a physical host. However, the method is unable to work on real computing environment. Shiva Razzaghzadeh et al. [4] developed a method for distributing the dynamic load using distributed queues in cloud infrastructure. This method maps the tasks and HRs by allocating label to each HR. The load balancing and mapping process are devised on the basis of Poisson and exponential distribution. This method permits the task allocation process to execute with high power by adapting distributed queues aware of the service qualities. The method did not use genetic algorithm for determining the optimal HR by resolving the faults. Ranesh Kumar Naha and Mohamed Othman [5] developed an algorithm, named Cost aware brokering and Load aware brokering algorithm, for balancing the loads in data centers and the VM. This algorithm minimizes the overall processing and response times as the tasks are assigned to the available physical resources in an effective manner. The algorithm did not consider real-world cloud brokering for the evaluation. Weihua Huang et al. [6] developed a fuzzy clustering method using feature weight preferences for overcoming load balancing issues in multiclass system resources and can attain optimal solution for load balancing by load data fusion. Here, feature weight preferences are utilized for establishing the relationship between specific cloud scenarios and LB procedure. The method was not applicable for optimizing the adaptive parameter in load data fusion and to improve the convergence rate acceleration in clustering. Narander Kumar and Diksha Shukla [7] devised a method, named fuzzy row penalty method, to solve the issues of LB in a cloud computing environment based on fuzzy. Here, the fuzzy technique is utilized for addressing uncertain response time in fuzzy cloud environment. Here, the fuzzy row penalty method was utilized to address the balanced fuzzy LB problem and unbalanced fuzzy LB problem in a cloud infrastructure.

The generated result is utilized to solve the LB issues based on response time and space complexities for maximizing the performance, minimizing the scalability, overheads, but workload distribution is improper. Santanu Dam et al. [8] utilized an advanced computational intelligence technique, named Ant Colony Optimization (ACO), to balance the loads among VM in cloud computing. Here, the ACO is utilized for designing an intelligent multi-agent system by collective behavior of ants. Here, the ACO is utilized for addressing the LB problem in cloud computing and to minimize the makespan and to minimize the VM usage, but fault tolerance and handling high priority job are still considered as major issues.

III. CHALLENGES

The challenges faced by the existing techniques for LB are illustrated as follows:

- **LB** is considered as a major challenge in cloud computing, as it needs to distribute the works equally among different nodes for attaining high satisfaction among users with improved resource utilization [8].
- **Resource time for distributed system** is a major issue for LB algorithms. In load balancing algorithm, dynamic algorithm acquires more response time, whereas static algorithm takes less time for generating responses [10].
- **Cloud computing induces many advantages for service-oriented computation.** But balancing the load for multi-class system is challenging due to complication produced in load data fusion [6].
- The major challenge faced in the cloud computing system is to avoid the issues while, the load tends to be dynamically distributed through VM [9].
- **Several challenges exist in LB algorithms that include security**...
issues, interoperability issues, data management issues, and Quality of Service (QoS) performance issues. In LB algorithms, all these parameters must be improved to enhance the performance of whole system [10].

In [6], Feature Weight Preferences Fuzzy Clustering-Load Balancing (FWPFCLB) method is developed for attaining optimal LB among the VM. This method has the capability to balance the multi-class loads, which include memory, network, central processing unit, and resources, but balancing the load for multi-class system is a major challenge and initiates difficulties in load data fusion..

IV. PROPOSED METHODOLOGY

The primary intention of this research is to design and develop a technique for load balancing to improve the efficiency of the cloud computing system. Here, load balancing is performed to remove the tasks from over loaded VMs and assigning them to under loaded VMs without affecting the system performance. Accordingly, Elephant Herding-based Grey Wolf Optimizer (EHGWO) will be newly developed algorithm to perform the load balancing. Initially, the capacity and loads of the virtual machine will be found based on the executed tasks, then, the balance of the cloud system will be checked. When the load is found unbalanced, the capacity with load will be checked to take the decision whether load balancing can be done or not. In the other case, find the tasks to be removed by checking the two constraints like, load of the task and cost of the load balancing. Then, the removed tasks will be added in other VMs by optimally finding the VMs for the task execution. The optimal finding of VMs for executing of the removed task will be found out using the proposed EHGWO, which will be designed by combining Elephant Herding Optimization (EHO) [21] and Grey Wolf Optimizer (GWO) [20]. Figure 1 depicts the proposed EHGWO based load balancing method in cloud computing platform. The implementation of the proposed approach will be in JAVA with Cloudsim tool. The performance of the proposed technique for load balancing will be evaluated with different cloud set up for makespan, and the results attained will be compared with that of existing works [1] [2] and [3].

Figure 1. Block diagram of the proposed EHGWO based load balancing method in Cloud computing platform

V. EXPECTED OUTCOME

In [3], the performance of the LB-BC method is evaluated using makespan as one of the metrics, wherein the minimum makespan is approximately 550 sec. However, the proposed load balancing method will be implemented in such a way to reduce the makespan than that in [3].
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