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Abstract: The introduction of Internet of Things (IoT) has a significant impact on shaping the communication and internetworking landscapes. The upcoming IoT researches are linked with design of standards and open architectures still requiring a global attention before deployment. The main objective is to design and develop a framework on Internet of Things (IoT) for precision agriculture using Machine learning techniques, where it surges the efficiency in farming by minimizing the loss of water and studying the fertility of the field. Libelium Smart Agriculture is used to connect to the IoT which uses Waspmote module. Waspmote is the plug and sense platform which is programmed using Waspmote IDE configured to connect with the available Local Area Network (LAN). With the help of Machine learning techniques like Classification And Regression Technique (CART) and Linear Support Vector Machine (SVM), the amount of water required by the crops can be estimated. In this paper, various regression such as stochastic gradient descent and boosted tree regression techniques are compared and results were obtained. Although each model applied in this paper performed well in predicting whether the crop needs to be irrigated, the optimal prediction accuracies were acquired by Boosted Tree Regression (BTC). It is compared by the fold numbers, Root Mean Squared Error (RMSE) and coefficient of Determination (CoD). The accuracy of the boosted tree regression came out to be 91.93% and the stochastic gradient descent prediction model delivered 62.95% accuracy. The amount of water required for the irrigation is then sent to appropriate actuator like solenoid valve and motor can be turned on for that particular period of time. Calibration test results and Measurements are represented to enhance the accuracy and success rates of Precision Agriculture (PA).
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I. INTRODUCTION

Agriculture is an enormous space which primarily includes developing, maintaining, monitoring and yielding of crops like sugarcane, paddy, tomatoes, etc. A thousand years back when human beings got a colossal improvement for the formation of sustenance where nature helped them to nurture, build technologies around them[1]. Nowadays due to the progression of industrialization, agriculture has taken up its circumstance in business promote. The art of soil monitoring and conservation of water has greatly contributed to production of high yielding variety of crops. However, the use of fertilizers and pesticides has affected the agricultural field. So to reduce the use of harmful fertilizers and to expand the yield, numerous strategies have been plotted and executed by the agronomists. Considering the availability of soil, water and appropriate conditions of the field, agronomists came up with the idea of precision agriculture. Precision agriculture is a farm management technique which comprises of observing, monitoring, measuring and responding to the variable parameters of the crops[2]. India has been contributing 30% of total organic production in the world but accounts to only 2.59% of total cultivation area of 57.8 million hectares. This is because of the lack of awareness of precision agriculture and poor farming techniques. Also because of the prevailing high input cost and inadequate technical infrastructure, farmers are not being able to meet the expected cultivation. So, agriculture can be efficiently improved by consolidated utilization of precision agriculture techniques based on Internet of Things (IoT) and Machine Learning (ML) approach. Based on these lines, agriculture can be possible more accurate, cost effective and high yield. In this study, Machine learning approaches such as Linear Support Vector Machine (SVM), Classification and Regression Technique (CART) has been compared. Regression such as Stochastic Gradient Descent and Boosted Tree Regression are used and they are compared based on parameters such as Mean absolute error (MAE), Relative absolute error (RAE), Relative squared error (RSE) and Coefficient of determination (CoD), Root mean squared error[3].

The main aim of the research is to create a prototype that creates the unstructured Decision Support System (DSS) by applying ML algorithms on the libelium smart agriculture sensor information comprising field of environmental and meteorological data for irrigation recommendations using agronomist inferred knowledge. The scientists have proposed many techniques to handle different parameters such as temperature, humidity of water and soil proposed by [4] “Remote Sensing control of an irrigation system using a distributed wireless sensor Network”. Decision Support system briefly explained by [5].

II. RELATED WORK

Scholarly articles for Decision Support System (DSS) prediction for irrigation exist in many of the literature. They have been used for multiple intends corresponding to ameliorating the irrigation through various restraints and topologies [6], organizing [7].
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computing requirements for the irrigation [8]. Monitoring consumption of water [9]. Irrigation DSS models for ML approach has been given in [10], where they used an approach to reduce the wastage, allocating and optimizing the water consumption for one single crop in multiple time variants. They are not plot specific characteristics. For specific sectors and plot data, [11] explained another generic approach based on electromagnetic mapping where they predict water table depth and water status of the soil. Most of the existing models (irrespective of the ML usage), DSS is provided by calculating water balance models and net evapotranspiration based on FAO-56, Penman-Monteith equation.

### III. SYSTEM ARCHITECTURE

Fig. 1 shows architecture for design and development of environmental monitoring system for agricultural application based on Internet of Things and machine learning. Libelium Smart agriculture comprises of temperature, humidity and pressure sensor probe, solar radiation probe are used. For finding the values of wind direction, wind Speed and the amount of precipitation are calculated using wind vane, anemometer, wind vane and pluviometer respectively. Libelium is a plug and sense platform which can be installed directly on the field. Battery can be charged with the help of photovoltaic cells. It consumes low power, can be used in rugged environments, portable water monitoring. These data can be collected as a Java Script Object Notation (JSON) and it can be converted to comma separated value (CSV) file.

![Fig 1. Architecture for design and development of environmental monitoring system for agricultural application based on internet of things](image1.png)

### IV. METHODOLOGY AND MATERIALS

Many machine learning procedure are present to direct the modeling issue, where the problem is missing data. Those procedures involve the analysis of problems arising when the decision has to be made for weather forecast where it is very hard to quantify the factors which are process-specific which affects the decision. The shadow output of temperature value obtained from the Libelium smart agriculture is shown in fig 2.

![Fig 2. Shadow output of the Libelium smart agriculture in JSON notation](image2.png)

**A. Dataset**

Libelium smart agriculture consists of sensor probes and waspmote plugs which is used to obtain different parameters implemented as shown in fig 3. The datasets involves parameters such as soil temperature, soil moisture, wind direction, water vapor pressure, solar radiation, precipitation, mean wind speed are used for prediction of soil irrigation. These parameters are obtained from the Libelium smart agriculture kit and meteorological data are collected. Fig 4. represents the framework of the proposed model where the sensor based environment data and meteorological data comprised to form a new dataset. CART approach is done on the dataset and the amount of rainfall and amount of water required to the crops are predicted. Then the dataset is used in ML techniques and output is predicted by finding the rate of true estimation error.

![Fig 3. Implementation of libelium connected to various sensors like pluviometer, wind vane, anemometer](image3.png)

In this study CART technique is used. Classification And Regression Technique (CART) involves the nodes and trees which help us to understand how the parameters are mutually relatable to one another. For the analysis of linear Support Vector Machine (SVM), Anaconda and jupyter notebook is used. The regression techniques can be programmed using python in the jupyter notebook. The estimator implies regularized linear models with Stochastic Gradient Descent (SGD). The advantages of SGD are efficiency and ease of implementation. But SGD needs a hyperparameter such as the regularization parameter and the iterations. It is very susceptible to feature scaling.
The slope of the loss is determined at each sample at a time and the model can be updated along with a decreasing learning rate. It also allows out of core learning and partial fit method. The best model can be obtained when the data have unit variance and zero mean. To obtain the measure of misfit of the data, root-mean-squared error (RMSE) value is calculated. The effect of feature values and feature extraction of the particular variable can be explained by the linear regression model.

With respect to output variable, homogeneous samples comprised of heterogeneous group of features. Structure basically comprises of a tree having a parent node which split into two child node. It is said to be the best split when they divide the given data into two predominant categories. Number of nodes is called as “size” of the tree and depth of the tree is called as “levels”. The best split also defined by purity of sub-groups and nodes of similar size. Those dense structures can be optimized by pruning. The data can be a raw one and unit conversions are not required. There are no prior assumptions of data required.

Microsoft azure machine learning studio helps to analyse the characteristic difference between Stochastic Gradient Descent and Boosted Tree Regression. Fig 5. represents the framework of Boosted Tree regression where columns of the data have been selected, splitted, trained, scored and evaluated and visualized based on the parameters. Fig 6. represents the framework of cross validation done among the linear, boosted tree and poisson regression on Microsoft azure platform.

### B. Classification And Regression Trees (CART)

CART algorithm has been already used by [12] and also known as binary recursive partitioning. The each of the parent node is split into child nodes and they additionally spitted furthermore. The comprised dataset is segmented to form a homogeneous sample with same features. Binary response of the categorical variable is obtained: either it is ‘Yes’ or ‘No’. Generally, there are four major procedures in CART:

**Building a tree:** The data separated into columns are placed at root node. Amidst training, the starting variable is divided according to all the possible values of the data. The child nodes with corresponding binary responses are obtained, a ‘yes’ and a ‘no’ for each split. For each node, a class is assigned regardless of splitting of child nodes. Goodness-of-split criterion is then used in terms of reduction in impurity or heterogeneity. It can be done by calculating Gini Index given as:

\[ g(t) = \sum_{j=1}^{N} p(j|t) \cdot p(i|t) \]

where \( p(j|t) \) and \( p(i|t) \) are the probabilities of \( i \) and \( j \), respectively, at the particular node. Highest reduction of impurity is identified and the parameter is then said to be best split. The Gini index then be calculated for all the variables. The above steps are repeated for every nodes of the non-terminal child.

**Stopping criterion:** At a particular time interval, new large tree is produced with which it overfits the data comprised in the learning dataset. The splits are then abruptly hold when there is no improvement in the obtained predicted result. Then the resubstitution of various error rate of the regression is estimated where it predicts the case misclassified on the features used through testing. It is given in [13]:

\[ R(d) = \frac{1}{N} \sum_{i=1}^{N} X(d(x_i) \neq j_n) \]

where, \( X \) is the sign function and \( d(x) \) is the classifier such that,

\[ X = 1, \text{ if } X(d(x_i) \neq j_n) \text{ is true } \]

\[ X = 0, \text{ if } X(d(x_i) \neq j_n) \text{ is false } \]

This particular pointer function is biased and underrates the value of the error.

**Pruning of the tree:** CART removes the unimportant nodes and reduces the number of splits using the 10-fold cross validation. In this study 10 fold cross validation is done and in each fold 68 samples are used. The percentage of accuracy during prediction has to be high and more honest when comparing prediction error rate to the resubstitution error. The graphical representation of prediction error against frequency is plotted and the minimum error is selected.

**Selection of optimal tree:** The optimal tree is the one which do not overfit the parameters of training dataset to be selected among the order of pruned trees evaluated from the crossvalidation (cv). Breiman et al. (1984) suggested that optimal tree is the least possible tree which has the minimum standard error among the estimated error rate. Then the test sample is evaluated and results obtained based on such as Mean absolute error (MAE), Relative absolute error (RAE),...
Relative squared error (RSE) and Coefficient of determination (CoD), Root mean squared error between the predicted and the observed data. Table 1 and Table 2 show the cross validation evaluation results by fold for Stochastic Gradient Descent Regression and cross validation evaluation results by fold for Boosted Tree Regression respectively. This score model is based on the development of each parameter compared to the primary splitting variables. The variable with the maximum sum of improvement has the highest score and rest of the variables scored low with the descending order. CART does not use training based data performance like C4.5 for the selection of the tree. But the performance is observed based on independent test data and cross validation [14].

C. Algorithm

Step 1: Take marked input data with the list of target variables and list of independent variables.

Step 2: Best split for each independent variables
   - Split data: Training set - 70%, Testing Set - 30%
   - Maximum no. of leaves used in single tree - 20
   - Maximum no. of training set to cohere a leaf - 10
   - Learning rate - 0.2
   - Total no. of trees built - 100

Step 3: Selecting the best variable for the split
   - Column names: Precipitation(In), Solar Radiation(kJ m day), Wind Direction (Degrees), Mean Wind Speed(MPH), Water vapor Pressure(mbar), soil moisture, soil temperature.

Step 4: perform 2nd and 3rd steps till the stopping criterion comes for each of the nodes of the tree.

Step 5: prune the decision tree and evaluate it for the cross validation and find true estimate error.

![Fig 7.(a)](image1.png) ![Fig 7.(b)](image2.png)

Fig 7. (a) Coefficient of determination obtained for Stochastic Gradient Descent with cumulative distribution and probability density
Fig 7.(b) Coefficient of determination obtained for 10 fold cross validation model for Boosted Tree regression with cumulative distribution

V. RESULTS AND DISCUSSION

A 10 fold cross validation done on the datasets which are classified into 68 samples and the accuracy of cross validation is almost equal to the re-substitution accuracy in both the SGD classifier and Boosted Tree classifier. Table 1 and Table 2 show the cross validation results evaluated by the respective algorithms and prediction for tree analysis is presented. It is performed to determine whether the classifier is being over fitted. In this study, performance is satisfactory and promising. Compared to the Stochastic Gradient Descent classifier, Boosted tree regression model achieved considerably better results. The first fold in SGD gives minimum RMSE of 0.068575, relative squared error of 1.0942 and standard deviation of coefficient of determination of 0.629532. The first fold of Boosted tree regression gives minimum RMSE of 0.253672, relative squared error of 1.04291 and standard deviation of coefficient of determination of 0.919301. The cutoff point of coefficient of determination (COD) for a good model always range between 0 to 1 and closer to 1, Boosted tree regression model outperforms the SGD classifier because the standard deviation of coefficient of determination is 91.93%. Negative sign is ignored because COD is R^2. Fig 7.(a) and fig 7.(b) are the Coefficient of determination obtained for 10 fold cross validation model for Stochastic Gradient Descent and boosted tree regression model compared with cumulative distribution and probability density function. In fig 8, the majority of the folds provide the value over 0.3 and the performance is much better than the SGD classifier.

![Fig 8](image3.png)

The dataset is used to find the correlation analysis of the features and correlation coefficient is obtained. Correlation analysis is used to study the interrelationship between the continuous and measured parameters. The positive correlation coefficient is obtained for the water vapor pressure and precipitation and the value is 0.071. Regression is used against these parameters and the graphical representation is shown in fig 8.
CONCLUSION

The amount of water required for the crop also predicted by analyzing the meteorological data such as solar radiation and precipitation. So the amount of rainfall occurred has been studied against solar radiation and the scatter plot between these variables have been obtained and shown in fig 10. Maximum range of rainfall has been recorded from 0.1 to 0.3. The amount of water required for the irrigation calculated apart from these ranges.

ACKNOWLEDGMENT

The authors are grateful to the Department of Science & Technology, New Delhi, India for the financial support: Grant numbers: (SR/FST/ETI-71/2014) and (SR/FST/MSI-107/2015). They also wish to acknowledge SASTRA University, Thanjavur for extending infrastructural support to carry out the work.

REFERENCES


AUTHORS PROFILE

C.Kishore Kumar is currently pursuing Masters of Technology at SASTRA University, Thanjavur, India. His research interests are in the areas of Smart agriculture, Embedded systems, Internet of Things, Wireless sensor networks, Machine learning, etc. He has already published papers on smart irrigation and farming using Node MCU ESP8266.

Dr.V.Venkatesh received the PhD degree in Computer Science from the SASTRA university. He is an assistant professor of computer science at the SASTRA university. He has conducted research in edge analytics and Wireless sensor Networks. His latest publications are as follows: A system for real time monitoring and imparting emergency circumstances, Data fusion: An energy efficient perspective for device-to-device (D2D) communication, Effective fire alarm system with real time multi sensor data fusion. For further publications detail http://orcid.org/0000-0002-0625-0161