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I. INTRODUCTION

Unhealthy behaviours such as smoking, alcohol abuse and lack of physical activities are the sources of cause for disease. Behavioural modifications can lead to a healthy life. But during this process of modification of the lifestyles the person might suffers from some health related issues for which early detection is essential. This involves cost factor and time for the patients to visit the professional doctors[1]. This gap can be bridged by using computer aided systems considering their easier accessibility.

According to WHO most of the deaths in the world are due to non-communicable disease. Amongst them most of them could be detected in prior were avoidable. This requires diagnosis at the primary stage itself and our AI agent can perform this task well.

Technological advancement in natural language processing and artificial intelligence has led to increase in the use of conversational agents. There are few voice activated systems such as Apple’s Siri, Amazon Alexa etc[2] but most of these allows only constrained user input. The recent advancement in the machine learning has led to unconstrained natural language input thus leading to complex conversational management along with flexibility. Machine learning techniques are widely used in prediction of the diseases. Medical analysis has become a new trend in the medical sciences. There are huge amount of data generated in the healthcare systems. By using the computational analysis on this clinical data, the agent can be trained to create a medical intelligence system that can further be used to predict the disease. Thus by developing medical intelligence system, the agent is more patient centric as it already possess the pre-requisite information necessary about the concerned diseases. This in-turn will reduce the cost and saves time for the user.

This conversational agent is built considering the diagnosis of the disease at an early stage in a cost effective manner and later bringing awareness amongst the patients to take necessary steps accordingly. Just like the way hospitals will have doctors to enquire the patients about the symptoms they are suffering by cross questioning, similarly here the User Interface along with the NLU & advanced ML algorithms first diagnose the disease using textual conversations and later predicts whether it’s a major or a minor disease. Sometimes during this diagnosis its necessary for the doctors to be available at the same time to have experience but in our model since it is trained with different use cases it can handle most of the situations well. For the process of prediction since it uses different techniques like Support Vector Machine(SVM), Random Forest(RF), Decision Tree (DT), K-nearest Neighbour
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(KNN), Logistic Regression (LR), Gradient Boosting (GB) and later ensembles them using the concept of majority voting, therefore there is high rate of accuracy obtained.

The remaining section of the paper is organized as follows. Section II discusses the related works followed by section III about the methodology later Section IV discusses results and Section V talks about References.

II. RELATED WORK

This section describes about some of the key researches done in the field of disease diagnosis using the machine algorithms and the ensemble methodology.

Conversational Agents improving every year through various techniques for multiple purposes. Many techniques and methods are employed on them for their advancement including the integration of Natural Language Processing. Also the research says that use of Machine Learning has enhanced the communication of these agents. Ensemble method is like a meta-algorithm used in various applications due to its accuracy prediction. Considering this feature it’s used in the healthcare industry also. Good amount of research has been done in this field.

Najmeh Fayyazifar et al. [3], investigated the use of AdaBoost and Bagging algorithm as classifiers to detect Parkinson’s Disease. They found the accuracy rate was 98.28%.

Tahira Mahboob et al. [4] in their research of prediction of coronary heart disease used various methods like SVM, KNN, ANN on 13 attributes for 50 instances. They found the result obtained by each of the methods varied according to the attributes and hence concluded that a combination of all the algorithms using the concept of voting gave them accurate results according to different scenario. The same results were plotted in confusion matrix also to check for the accuracy.

Liangyuan Li et al. [5] used peritoneal dialysis dataset for analysis and later used the ensemble methodology to predict peritonitis in a cost efficient manner. They conducted the research on real cases to prove the effectiveness of the ensemble method.

Madhuri Gupta et al. [6]. Proposed the model for detection of breast cancer detection using ensemble method. They used feature extraction technique and voting technique to achieve improved prediction.

Qiao Pan et al. [7] used Bagging, Random forest and Bagging methods to predict thyroid disease. They used the ensemble method on different datasets and attributes like age, gender, T3, T4, TSH etc. and found the accuracy to be around 96.16%.

Md. Jamil-Ur Rahman et al. [8] proposed an ensemble Robust Intelligent Heart Disease Prediction System (RIHDPS) using naïve Bayes, logistic regression and neural network. This could be used as an assistance to doctor for answering questions.

Prof. Dhomse Kanchan B. et al. [9], conducted study on PCA to find the minimum number of attributes required to enhance the disease prediction using machine learning algorithms. They used SVM and decision tree for heart disease and diabetes and found SVM to work better with few attributes.

Different classifiers offer contradictory results and yields unsatisfactory information. It would be helpful to combine multiple classifiers decision and conclude the valid results as sometimes there is a necessity to predict results for dirty data as well.

Likewise there were many works in the field of ensemble methodology for disease prediction which gave efficient results but there was no single known generic model to predict all the disease for a common person. There is a need for easy user interface with good NLU, a generic disease prediction system using advanced machine learning technique for good precision. In our works we try to fill this gap and with the use of Tensorflow word embedding the classifier will get a better input for the processing and thus generates reliable results.

III. METHODOLOGY

The objective of this study is to promote good health to the people by helping them diagnose the disease according to the symptoms faced by them. Early detection could encourage them to take necessary action and consult specialists for further treatment of their disease. This helps them to prevent the onset of some chronic disease.

- Development of a user friendly interactive text-to-text user interface front end.
- Use of good word embedding methodology so that it can extract the meaning from the text which enables the NLU to predict the contextual meaning of the text given by the user.
- Designing a classifier algorithm that predicts the disease reliably, this is done by the ensemble methodology.

At a high level, the system consists of a front end User Interface (UI) for the patients to act as an interaction module. This is constructed using HTML and Angular JS. Angular JS is a structural framework for dynamic web applications that uses HTML as a template. The biggest advantage of using this is due to its data binding capability. Moreover its an open source web application framework. This module communicates with the NLU at the backend. It’s necessary for the machine to understand the users language to give correct analysis. Each user will have different linguistic ability or vocabulary and hence this makes the machine more responsible for understanding their expressions. Therefore, our NLU is trained with TensorFlow word embedding. Compared to other word embedding like Word2Vec or GloVe advantage of this is higher level abstraction, it does not require pre trained word vectors and works on any language. After the exact intent extracted from NLU the same is being fed to the third component that is the Machine learning classifier which produces the desired results and sends the same to the patient displayed on the user Interface.

Our machine learning module uses many classifier algorithms like Naïve Bayes (NB), Random Forest (RF),...
Decision Tree (DT), Support Vector Machine (SVM), K-nearest Neighbour (KNN), Logistic Regression (LR) and Gradient Boosting (GB). The functionalities of each of these described below:

a. NB- This algorithm follows Bayes Theorem, which tells that every feature that is classified will be independent of each other.
b. RF- This algorithm generates a number of decision trees for different set of attributes and later concludes which tree is best applicable for the given set of problem.
c. DT- This algorithm is a tree like graph constructed based on numerous attributes especially for conditional control statements.
d. SVM- This algorithm is like representation of the attributes as a point in space and bringing in clear distinction between the set of features.
e. KNN- This algorithm classifies the coordinates into groups that follows a specified attributes and later performs the results evaluation.
f. LR- Its like a binary classification algorithm which establishes a relation with one dependent variable with one independent variable.
g. GB- This is used for both classification and regression especially in generating results for weak classifiers.

As observed in this model we run the inputs on all of the above techniques and later ensemble them using majority voting method to get the desired results.

A brief schematic diagram of the model is shown in Fig 1.

![Fig 1: Schematic Diagram](image)

The detailed architecture of the training model is as shown in the Fig 2.

![Fig 2: Detailed diagram of the model.](image)

As explained we ensemble the results obtained by each algorithm using majority voting technique. It improves the performance of the given inputs.

As an example in this case we have considered Diabetes prediction. In this case the AI agent interacts with the user by asking a couple of questions like the age, gender, weight, height, symptoms like eating habits etc., to which the user responds accordingly. This data obtained is pre-processed and later is fed to the back-end. At the back end there are two stages first one is the NLU which understands whatever the user has sent and the second is the predictor which predicts whether the patient suffering from diabetes. It uses the ensemble methodology for maintaining the accuracy of its prediction. As a last step the AI agent responds to the user predicting whether the user is diabetic or not.

The detailed architecture of the model is depicted in Fig 3.
IV. RESULTS AND DISCUSSION

The proposed work was performed to test whether the patient is suffering from diabetic as one of the examples. The performance of different classifiers are as shown in the table 1.

Table 1 Performance of different classifiers.

<table>
<thead>
<tr>
<th>Sl. No.</th>
<th>Classifier</th>
<th>Accuracy (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Naïve Bayes</td>
<td>52</td>
</tr>
<tr>
<td>2</td>
<td>Decision tree</td>
<td>64</td>
</tr>
<tr>
<td>3</td>
<td>Random Forest</td>
<td>80</td>
</tr>
<tr>
<td>4</td>
<td>K-Nearest neighbour</td>
<td>73</td>
</tr>
<tr>
<td>5</td>
<td>Logistic Regression</td>
<td>84</td>
</tr>
<tr>
<td>6</td>
<td>Gradient Boost</td>
<td>82</td>
</tr>
<tr>
<td>7</td>
<td>Ensemble classifier</td>
<td>84.2</td>
</tr>
</tbody>
</table>

Different algorithms yield different results for the given set of inputs. Based on the attributes the results varies. The comparison of the models accuracy is plotted as shown in Fig 5

Fig 5: Comparison of Model Accuracy.

It is observed that accuracy is least for Naïve Bayes whereas accuracy is high in Logistic regression and Ensemble classifier. To check for the exact prediction we also plot ROC curve. It shows the performance measurements. ROC curve is shown in Fig 6.

Fig 6: ROC curve for Diabetes

Here sensitivity predicts the exact right values and specificity depicts the exact negative values or the persons not affected. Thus there is higher overall accuracy in the tests being performed.

V. CONCLUSION AND FUTURE SCOPE

To conclude, our end-to-end approach helps in predicting general health issues. Especially with the use of ensemble technique it gives more accurate results. Ensemble classifiers combine all the single classifiers thereby minimizing the error rates that are generated by individual classifiers. This system thus reduces the cost and time for the patients. Upon receiving the advice from this agent the patient can decide about the further steps necessary for his ailments.

As a future scope this model can be improvised by using other ensemble algorithms for its accuracy. It can also be used for specific disease prediction as an advanced model or it can also be used by the doctors themselves for prediction of certain diseases. This makes sure that there is no wrong treatment for the patients. The main limitation of this model is to deal with insufficient data. For this the patient can take the help of knowledgeable personnel and provide the information if not the model can suggest other options like visiting the doctors immediately. Better ensemble
algorithm can be used for this purpose.
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