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Abstract: — During the most recent couple of decades, surveillance cameras have been introduced in numerous areas. Examination of the data caught utilizing these cameras can assume powerful jobs in web based observing different occasion expectation and objective driven applications including inconsistencies and interruption identification. Wrongdoing has raised in our everyday lives, observation recordings are utilized to catch an assortment of true irregularities. Observing consequently a wide basic open zone is a test to be tended to. We can abuse ongoing PC vision calculations so as to supplant human work. The video observation framework is two-dimensional spatial data over a third measurement, that recognizes and predicts strange practices expecting to accomplish a shrewd reconnaissance idea. In this paper, we audit various methodologies used to learn inconsistencies by abusing both ordinary and atypical recordings. To abstain from clarifying the peculiar fragments or clasps in preparing recordings, which is very tedious, the learning calculation adapts irregularity through the different examples of positioning structures by utilizing the feebly marked preparing recordings.
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1 INTRODUCTION

In computer vision, the analysis of images and videos was extremely difficult and the statistical models used worked only for a handful of tasks. The introduction of Deep Learning approaches has revolutionized the field. Given enough labelled data it is virtually possible to solve any vision-related problem. In 2012 when [1] Krizhevsky et al., were able to win the ImageNet LSVRC competition, everyone was amazed to see the power of convolutional neural networks. The novel idea of convolutions was introduced by [2] LeCun et al., way back in 1998, which is currently the basic unit used to solve all kinds of computer vision tasks using deep learning methods. Anomaly indicates events which are not usual, not regular, not expected and not predictable and so it is different from existing designs [3]. So the task of detecting an anomaly involves recognition of different situations from the video clip, where the anomaly activity takes place only during a small time period.

In spite of the great success of deep learning models in tasks like image recognition, image classification, and object localization, these 2D convolutional neural network models don’t perform well with video analysis. Some of the reasons being, they are not able to capture the context that is continuous from one frame to another, they are computationally very expensive and the lack of architecture to capture temporal information. So we will be using a 3D convolutional neural network for our experiments.

The number of surveillance cameras installed at streets, shopping malls, banks, parks, etc. is growing day by day in the interest of public safety. The data generated by these cameras is in petabytes, but there is not enough human labor to analyze these videos as the human to camera ratio is very low in most places. Another problem is that human involvement introduces problems of selection bias and indigeneity [5]. An automated intelligent anomaly detection system will help in solving some of these problems.

Crime is a very broad word, as a lot of things count as crime and teaching what crime is to your model is going to be difficult. One approach is to develop task-specific models like violence detection [6,7] and traffic crime detection [8,9,10], but these models are task specific and would not work as a general crime detection system that is needed in the real world. Another approach is to train your model on multiple crimes so that it is able to recognize crime as a whole and not the particular crime that is trained on.

Real world crimes are unique and different each time, so it is very important for the system to be trained on a diverse dataset that helps it to generalize what crime is. This kind of learning can be achieved using either semi-supervised [12] or unsupervised learning [11]. For unsupervised learning, we
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II. RELATED WORKS

In computer vision, video processing is a classic problem which has profound applications in various fields such as crime detection, action recognition, medical images like MRI, etc. These have been significant advancements in image processing using deep learning methods but the same cannot be said for video analysis. Models like AlexNet[14], ResNet[15], VGG[16], DenseNet[17] and GoogleLenNet[18], have changed the field of image processing for the good. But the same can’t be said for video processing. There have been some interesting papers published recently which we will be discussing below.

There are a few reasons that make video processing more difficult than image processing. Computational expense being one noteworthy reason, a basic 2D convolutional neural system that does classification on 101 classes has quite recently around 5 million parameters while a similar architecture when inflated to a 3D structure results in roughly 33 million parameters. It takes around 72 to 96 hours to prepare a 3D convolutional neural system on UCF101[19] dataset and around two months on Sports-1M [20] dataset, this makes architecture look troublesome and overfitting likely [21]. Another problem being capturing the spatiotemporal context over a long time period. There was also a lack of video processing specific architectures as well as standard benchmarks that made it difficult, but of late these problems have been solved. There are two main approaches to video processing. Single stream network [22] introduced in 2014, joined the temporal information from multiple continuous frames in different ways. Although a novel approach, it could not capture the temporal information that well. Two Stream Networks [23] as shown in Fig: 2, was built on the failures of single stream network. It had a separate convolutional neural network stream to capture the time related information. These are two backbones on which all the future research was built on.

Long term Recurrent Convolutional Networks for Visual Recognition and Description [24] utilized Long short-term memory [25] units that are accustomed to process temporal information, to train the model on independent features to test if they capture time related information in videos. In Learning Spatiotemporal Features with 3D Convolutional Networks [26], they built upon the works of Karpathy et al [22] to improve results. The primary thought behind this paper is that to train a huge 3D convolutional neural system on tremendous datasets like Sports-1M [20] and utilize these models as highlight extractors for different datasets. They found that a straightforward neural system or a direct classifier like Support Vector Machine would give preferred outcomes over a solitary model. They found that that the model concentrated on spatial appearance in the initial couple of frames and followed the movement in the frames that are upcoming.

As we see in Fig: 3 the C3D model is able to cluster different classes better than models trained on ImageNet. Due to the robustness of the model, good documentation and availability of good implementation, we have used C3D as our first stage model to extract features from the videos. There have been significant improvements in video processing after C3D, like Describing Videos by Exploiting Temporal Structure [27], Convolutional Two-Stream Network Fusion for Video Action Recognition [28], Temporal Segment Networks: Towards Good Practices for Deep Action Recognition [29], Action VLAD: Learning
spatiotemporal total for activity arrangement [30], Hidden Two-Stream Convolutional Networks for Action Recognition [31], Quo Vadis, Action Recognition? A New Model and the Kinetics Dataset [32], Temporal 3D ConvNets: New Architecture and Transfer Learning for Video Classification [33], A Closer Look at Spatiotemporal Convolutions for Action Recognition [34] and a lot more such models have been released that use different approaches to solve the different problems related video analysis. Crime detection is one of the major research fields and a lot of people are working on it [13, 35, 36, 37, 38, 39, 40, 41, 42, 43, 44, 45, 46]. They have focused on different tasks using different approaches. There are also focused work in violent and aggressive crime detection [47, 48, 49, 6], which are really interesting. There is some focused work on traffic crime detection [8, 9, 10] as well that had interesting approaches. As we see in [13] the ranking based approach used is very effectively been used for crime detection and the same is also demonstrated by [46, 35].

III. METHODOLOGY

The classic solution would be to use a 2D convolutional neural network and process one frame at a time and then combine the output of those frames to get the anomaly result, but that doesn’t work as well as a 3D convolutional neural network-based model. We first reduce the dimensions of the video to 240x320 dimension pixels and reduces the rate of frames to 30 fps. Then we divide each video into multiple smaller clips, with each clip containing 32 frames. They are stored in two folders, one containing positive clips and the second containing negative clips.

The advent of transfer learning in deep learning has given a boost to researchers as it allows them to transfer the knowledge of a model trained on one dataset to another model. Here C3D is trained on the humongous Sports-1M dataset and the same model is successfully able to extract features from crime videos as well. After the feature extraction, we store these features in a text file. These features are to be fed into 3-layer neural network, with the first layer having 4096 neurons, the second layer having 512 neurons and the last layer having 32 neurons. Dropout of 0.6 is used after each layer to add normalization. The activation function used is ReLU for the first 3 layers and the final layer uses Sigmoid activation function. The loss function used is MIL [13]. The output is a number, a score of an anomaly being present in the clip processed.

IV. EXPERIMENT AND RESULTS

The proposed model has been run on Windows version 10 with 16 GB of RAM base on Keras deep learning framework using python 3.7. Other software requirements include Theano, Matplotlib, Numpy. We have utilized the FC-Anomaly Detection Dataset that contains 95 GB of videos in total. The dataset and the C3D tool was installed on Google Cloud Platform, as the pre-processing needs, a lot of computational power and cloud services like GCP help us fulfill this requirement. First, all the videos are downloaded onto the cloud instance and then C3D is installed and run on to generate features on selected videos. Once the features are extracted into a text file they are downloaded and used on the second model to train and test them.

Results and Quantitative Analysis

The Performance of the model is evaluated using the AUC - ROC Curve. ROC does the probability measurement and AUC does the separability measurement. It predicts the capability of the model in distinguishing between classes.
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Fig: 5 Top to bottom, screenshots of normal activity, screenshots of shoplifting, screenshots of shooting
We were able to get 0.72 scores on this matric. The sample results are shown in Fig. 4. As we can see on the top, in normal activity the model does not suspect any crime. Next, we see that a lady is shoplifting and the model is clearly able to detect that and the anomaly score goes high. In the last row, we see that in the last two frames a person is shot at and the criminals running away. The model is successfully able to detect when the shooting occurs, but it has also raised a false alarm at the starting of the video.

Such two-stage video processing models have found significant applications not only in video analysis but also in the medical field to process MRI images, Motion tracking, etc. and is an interesting field of research.

V. CONCLUSION & FUTURE WORK

The paper demonstrates that a two-stage approach for Crime Detection in Surveillance Videos. The C3D model is able to acquire the features and structures from the videos successfully and a simple neural network on top is able to get good results. In future work, it is planned to implement and investigate different deep learning models that could be used as feature extractors. Additionally, it is been planned to investigate and possibly implement deep learning end-to-end models that take video as input and give anomaly score as output.

Given the biggest obstacle in the video, an analysis is a computational cost, the future work must focus on speeding up the process and reducing the computational time, enabling research to try different models faster and cheaper. Some novel approaches like capsule nets [50] should also be tested with video processing. There should also be research in collecting more diverse data, that covers different kinds of crimes and collecting geographically diverse data so that the model is able to generalize better and have minimal or no bias.
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