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ABSTRACT--- The use of computers to solve problems has been done for all areas of work. Along with this, demanded faster computing process. To perform sentiment analysis of data obtained from the internet. Data taken from micro-blogging which at this time became the most popular communication tool and favored by internet users. The method used to construct the classification model of training data in this research is Naïve Bayes Method. Training data is collected by utilizing the cronab facility with query emoticons and national media accounts linked to the Twitter API. The collected data will pass certain preprocessing before the training. The weighting feature used is the term frequency with TF-IDF. All data used in this research is a tweet that is delivered in Bahasa Indonesia. From the implementation results obtained 96.61% accuracy for sequential classification conducted using GPU GeForce 930M.
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I. INTRODUCTION

The use of computers to solve problems has been done for all areas of work. This is because computing is considered to be faster in solving problems than manual completion [1]. Along with this, demanded faster computing process. So to increase the speed of computing can be done in two ways, namely the increase in hardware speed and software speed increase. Rare and costly multiprocessor computers make the existing parallel algorithm difficult to implement, apart from the application of parallel computing too difficult to run. The shaping of the application aims to show an increase in speed obtained from the sequential parallelization algorithm. So, to overcome it can be done by designing a pseudo-parallel machine. Parallel machines designed can be done in several ways, with message passing interface, a computer network, or by using GPU graphics card [1]–[3].

The availability of large enough data can be utilized for text mining that refers to the process of retrieving high quality information from the text. High quality information is usually obtained through forecasting patterns and trends through means such as statistical pattern learning. Text mining is an interesting topic to be studied and processed at this time, due to the availability of many text documents and ease in obtaining data, in an effort to provide better information. Organizing textual data for users, researchers have explored the issue of categorizing text automatically [4].

The Naïve Bayes method is often called the Naïve Bayes Classifiers (NBC). Previous research referred to this study using NBC in his research to perform tweet sentiment analysis. NBC has advantages compared with other method algorithms, because the algorithm used is simple but has a high accuracy [5], [6]. Sentiment analysis is the process of automatically understanding, extracting and processing textual data for information [7]. Sentiment analysis attempts to gather an overall opinion on the comments, for example micro-blog companies trying to learn the reactions of users to get a general sense of their products [8]. Twitter as a micro-blogging builds a model to classify "Tweet" into positive, negative and neutral sentiments [9].

II. EXPERIMENTAL DETAILS

Development of Naïve Bayes Classifiers is done by define attributes, classes and data to be processed first. Each data sample is represented by a set of n-dimensional eigenvector attributes: \( X = \{ X_1, X_2, ..., X_n \} \), with each n data attribute \( x_1, x_2, ..., x_n \). It is assumed that there are some classes of m \( V_1, V_2, ..., V_m \), and given an unknown sample data S. If represented in table form then the value of an attribute, class and sample data can be seen in Table 1.

Table 1: Attributes, classes and naïve Bayes classifiers

<table>
<thead>
<tr>
<th>Sample</th>
<th>Attribute 1</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>S_1</td>
<td>1 0 0</td>
<td>0 1 0</td>
<td>0 0 0</td>
<td>0 1 0</td>
</tr>
<tr>
<td>S_2</td>
<td>0 0 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
</tr>
<tr>
<td>S_3</td>
<td>1 1 0</td>
<td>1 1 0</td>
<td>1 1 0</td>
<td>1 1 0</td>
</tr>
<tr>
<td>S_4</td>
<td>1 0 0</td>
<td>0 1 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
</tr>
<tr>
<td>S_5</td>
<td>0 0 1</td>
<td>0 0 1</td>
<td>0 0 1</td>
<td>0 0 1</td>
</tr>
<tr>
<td>S_6</td>
<td>1 0 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
</tr>
<tr>
<td>S_7</td>
<td>0 1 1</td>
<td>0 1 1</td>
<td>0 1 1</td>
<td>0 1 1</td>
</tr>
<tr>
<td>S_8</td>
<td>0 1 0</td>
<td>0 1 0</td>
<td>0 1 0</td>
<td>0 1 0</td>
</tr>
<tr>
<td>S_9</td>
<td>1 0 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
<td>1 1 1</td>
</tr>
<tr>
<td>S_10</td>
<td>0 0 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
<td>0 0 0</td>
</tr>
</tbody>
</table>

Table 1 is known that there are as many as 10 data samples with a number of m classes, with each class having a number of n attributes. Based on the information obtained then, the next process is to conduct the process of training and testing for sample data in determining the class document. Development of Naïve Bayes Classifiers using GPU is done first for training process. Based on the data in Table 1, the data representation will be used using the vector approach with vector attribute sample as list attribute of...
each category. Representation of vector training data can be seen in Figure 1.

Summary of algorithms for training process. Inputs are already known samples of their categories.

- Attributes ← the set of all attributes of all the training samples.
- For each category $V_j$ do:
  - $\text{sample}_j$ ← the sample set that is in the category $V_j$.
- Count $P(V_j)$ by using Eq (1).

$$P(V_j) = \frac{[\text{sample}_j]}{[\text{sample}]}$$  \hspace{1cm} (1)

- For each member $n_k$ on attribute do:
  - Count $P(x_i|V_j)$ by using Eq (2).

$$P(x_i|V_j) = \frac{n_k}{n + |\text{attributes}|}$$  \hspace{1cm} (2)

Where, $n_k$ is number of times of occurrence; $n$ is a number of occurrence occurrences of each category; $|\text{attributes}|$ is the sum of all attributes of all categories; $[\text{sample}_j]$ is the amount of data in the category $j$; $[\text{sample}]$ is the total number of training data of all categories. At a later stage all probability values are found and stored. This probability value to be transferred to GPU for VMAP value search specifies the sample category.

### III. RESULT AND DISCUSSION

The results of the experimental program in this study found several experiments with the results entered on the confusion matrix that will be used to determine the accuracy of the classifier with performance metric accuracy. The accuracy of the classifier in the dataset can be calculated using the following Equation (3).

$$\text{Accuracy} = \frac{\text{the number of correct classifications}}{\text{Data}}$$  \hspace{1cm} (3)

The first accuracy test is done by labeling the sentiment class on the test data first. Tested test data for positive sentiment 56 tweets, negative sentiment 98 tweets and 20 neutral sentiments. Test data is net data after preprocessing, which is 177 tweets selected and labeled sentiments from the net data owned by a total of 154,503 tweets.

The sentiment analysis was conducted sequentially and found positive sentiments of 55 tweets, negative sentiment of 93 tweets and 28 tweet neutral sentiments. The results of this test can be seen in Figure 2. The process of Naïve Bayes Classifiers for Tweeted Sentiment Analysis using GPU has been done faster than sequentially sequenced classification.
IV. CONCLUSION

Based on the process of Naïve Bayes Classifiers for Tweeted Sentiment Analysis using GPU has been done faster than sequentially sequenced classification, then faster processing times compared to sequential processes. Previous research on tweet analysis of sentiments by Naïve Bayes Classifiers method sequentially to perform the test set takes 1102 seconds, when compared with this study for the average time of process conducted in parallel only 108.570.66 ms or 108.57 seconds. So it can be concluded that this study is 10 x faster than previous research about tweet sentiment analysis with Naïve Bayes Classifiers method that is done sequentially.
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