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ABSTRACT--- This research investigates the relationships between the financial sector development and economic growth in Nigeria, using annual time series data for the period between 1981 to 2015. This research examines the long-run relationship between the financial sector development and the economic growth in Nigeria, and applies the Gregory and Hansen (1996a, b) cointegration approach with one endogenously determined structural break and the vector error correction model. This research finds out that, there exist cointegration among the financial development, trade openness and economic growth with structural break date in 2010 and the results from the vector error correction model finds there is significant and negative relationship between financial development and the economic growth in Nigeria in the study period. In addition, the findings of this study indicate that accounting for structural break in VECM improves the significance and thus reliability of the model applied. The estimated model is found to have passed diagnostic tests and is found to be stable. The paper recommends that to achieve the desired economic growth level financial development should be supported with other proactive measures such as sound institution and basic infrastructure to complement the effort of financial sector reforms. Moreover, future analysis should always consider the structural breaks while conducting macroeconomic empirical analysis as it helps in avoiding having spurious results.
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I. INTRODUCTION

The financial sector development role on economic growth process has been debated for long. This could be traced, back to the works of (Schumpeter 1912) (McKinnon 1973). The roles of financial development on economic growth has long been considered by economists and researchers who examine the relationships that exist between financial development and the economic growth. Financial development do lead to economic growth by way of increasing the efficiency and effectiveness of financial institutions. Similarly it leads to innovations in the financial system and reduction in costs of operations (Muhammad 2011) (McKinnon 1973) (Levine 1997). Other scholars and researchers contend that it is economic growth that lead to the financial development (Lucas Jr 1988) (Stern 1989). The relationship between financial development could either be positive, negative or no relationship between the two (Qamarzumman 2017, Zheng 2009, Naceur 2007).

The causality direction between the financial development and the economic growth show the findings are mixed and inconclusive. Some researchers observed and found the unilateral causality running from the financial sector to the economic growth supporting supply leading hypothesis (King 1993, Odeniran 2010, BALIAMOUNE-LUTZ 2013). Others found the unidirectional causality that is running from the financial development which is known as the demand-following hypothesis (Liang 2006) (Akinlo and Egbitunde 2010) (BALIAMOUNE-LUTZ 2013), while others observe and found existence of bidirectional causality between the financial development and the economic growth (Dabos and Gantman 2010, BALIAMOUNE-LUTZ 2013) (Calderón 2003). There are other studies that, did not found significant link(s) between the finance and the economic growth (Demetriades and Hussein 1996, BALIAMOUNE-LUTZ 2013).

There is therefore, the need to further reexamine the relationships between the financial development and the economic growth in Nigeria, accounting for the presence of structural break. The major shortage of other previous studies on Nigeria is that it failed to consider political, economic changes that occur in the country which could alter the relationship among macroeconomic variables. The rest of this paper is organized as follows: following this introduction is the theoretical framework and literature review. The third section is the data and methods, fourth section of the paper is result presentation and discussion of findings, the last section or aspect is conclusion and policy implications.

II. LITERATURE REVIEW

Theoretical Framework and Literature Review

The link between the financial development and the economic growth has attracted the intention of researchers in recent period. Financial development in this framework is viewed as a channel through which resources are channeled to the economy real sector by the changing the productivity and efficiency of capital. It also assists in accumulation of capital by way of savings mobilization and allocation of...
resources (Levine 1997). The finance-growth nexus can be traced, back to work of (Schumpeter 1912) that argues on the role of financial intermediaries as a channels of saving mobilization by managing risks, reduce transactions cost and enhance competitiveness which aids technological innovation and hence enhance economic growth. (Shaw 1973) (McKinnon 1973) argued that the financial liberalization help in increasing savings, which leads to capital accumulation that enhances economic growth. However, earlier economic growth theories such as (Rostow 1960) (Coser 1956) do not consider the role of the financial development as a factor of economic growth, but few ones such as Harrod and Domar emphasize the need to increase saving rate as a means of increasing the growth rate in the economy arguing that saving ratio and national output ration increase growth rate in the output.

Majd (2017) argued that there are hypothesis of relationships between the financial development and the economic growth. The first, is the finance-lead growth hypothesis also known as hypothesis of supply-leading, the argument of the hypothesis is that the existence of financial sector and its financial intermediation function of channeling resources from lenders to users of funds will provide efficient and effective resource allocation, thereby helping other sectors in their process of growth (BALIAMOUNE-LUTZ 2013) (Akinlo and Egbeetunde 2010).

The second hypothesis is growth-finance lead hypothesis, or the demand following hypothesis, a hypothesis championed by Robinson (1952). The argument of this hypothesis is that, it is the growth that stimulates financial development. That growth in real sector of the economy lead to increase in the demand for the financial services and thus, the development, of the sector from increased demand of its services (Oluitan 2010).

The third view is the hypothesis of feedback or the existence of bidirectional causality. This hypothesis postulates that, there is mutual causal effect between finance and the economic growth. The hypothesis argues that a financial system that is well-developed can promote economic expansion, through technological service and product innovations (Schumpeter 1912). This will in-turn leads to an increased the financial services demand (Levine 1997). The response to, the increased demand for the financial services by the banking sector will stimulate further economic expansion in the real sector. Both the financial development and the economic growth, are interdependent, and that there could be bi directional causality among the two (Luntel 1999) (Kar 2000).

III. EMPIRICAL LITERATURE REVIEW

Qamaruzaman (2017) investigate the effect of the financial development in Bangladesh with the use of annual data, for the time period of 1980 - 2016 applying the approach of autoregressive distributed lag bound testing, found positive significant long-run relationship between the financial development and the economic growth. Using financial time series datasets, Bara, Mugano et al. (2016) for the period between 1980 and 2013 applying bounds testing approach found that the financial development, had a positive significant effect, on the economic growth when ratio of broad to, narrow money is used, as a proxy of financial development. Similarly, Dilek (2016) estimate relationship between the financial development and the economic growth, in a panel, of 40 countries by the, use of Augmented Mean Group (AMG), and common correlated effect found positive significant effect of financial development on the economic growth. Zheng (2009) found that, there is a positive relationship, between the financial development and the economic growth, with the use of annual data of 29 provinces, for the period 1999 – 2005. However, Samargandi (2013) examine Relationship between the financial development and the economic growth by the use of a panel, of 52 middle income countries and using panel data analysis method accounting for heterogeneity find a negative significant relationship between the financial development and the economic growth. Naceur (2007) indicate that the relationship, between the financial development, and growth is negative, after controlling for the stock market development in these selected 11 countries of MENA for period of 1979 – 2003. Huang (2009) studies the effects of growth financial intermediary development, for a set of, 71 countries with distinct income level by the use of, instrumental threshold approach. Their finding showed a positive non-linear effect of finance on the economic growth, with impact on low income countries being greatly pronounced, than economies of high income.

Fang and Jiang (2014), investigate the effect of the financial development on the primary, the secondary and the tertiary industries, in china. They found that the financial development, has no effect on growth, of the primary industry but, has Jiang effect that is positive on growth of the secondary and tertiary industries. Fang and Jiang (2014), argued that banking sector, mainly making loans to the secondary and the tertiary industries, as the primary industry, had enjoyed, slow growth since the year 1998.

Odeniran (2010), Udeaja (2010) also investigated the relationships between the financial sector development and the economic growth in Nigeria, with the use of annual time series for the period 1960 – 2009. The financial sector proxies used were: bank deposit liability to GDP, broad money to GDP, net domestic domestic credit to GDP and private sector credit to GDP. Evidence, from analysis of cointegration suggest that, a positive long-run relationship existing between the real output and the variables of financial sector which is in harmony with the finance-led theories. Kapingura (2013) examined dynamic relationships between the financial development and the growth in South Africa. The resulted suggested that financial intermediaries and the financial markets have different impacts on economic growth given their, different roles in the economy. In particular, there are bi-directional causality between the stock market and the economic growth was established. Balago (2014), studied the financial sector development and the economic growth in Nigeria. The results showed that the development in financial sector as measured by credit banking sector, total market capitalization and the foreign
direct investment affect economic growth positively. This result is consistent with the number of studies reviewed earlier in literatures, that found the financial sector to affect positively the real gross domestic product.

IV. METHODOLOGY

Source of Data

The study employed annual data from 1981 to 2015 for its analysis. The data was obtained from the statistical bulletin of Central Bank of Nigeria (CBN) various editions. The chosen period was to enable the researcher to capture effect of the financial development on the economic growth in Nigeria considering the availability of data and looking at the current development challenges the country is facing coupled with financial sector development.

Model Specification and Variables Measurement

Following the works of Odeniran (2010) (Udeaja 2010) the model used to investigate the effects of the financial sector development on the economic growth in Nigeria, the following model is specified, in its functional form by

\[ \ln GDP_t = \beta_0 + \beta_1FD_t + \beta_2 openness_t + \mu_t \]  

(1)

and the model can be expressed in an econometric form as follows

\[ \ln GDP_t = \beta_0 + \beta_1FD_t + \beta_2 openness_t + \mu_t \]  

(2)

Where;  
\( \ln GDP = \) the natural logarithm of nominal gross domestic product, proxy of economic growth  
\( FD = \) the measure of Financial development proxied by the ratio of broad money supply (M2) to the Gross Domestic Product  
\( openness = \) the ration of, the sum of exports and imports divided by the nominal gross domestic product, as a control variable.

\( \beta_0 = \) the intercept term  
\( \beta_1 = \) the coefficient of stock market development and a priori is expected to have positive relationship with the financial development  
\( \beta_2 = \) the coefficient of the exchange rate and it is expected, to have effect that is negative on the economic growth. And  
\( \mu_t = \) is the error term that is assumed to be normally distributed, with zero mean, and constant variance.

V. METHOD OF DATA ANALYSIS

The first step in carrying out research using time series data is to investigate the properties of stationarity of the variables so as to ascertain they do not contain unit root, in other words they are stationary. This study investigates the stationarity property of the variables using Augmented Dickey Fuller test of unit roots in addition to the Phillips (1988) unit roots test as it is considered to have more power size than Augmented Dickey and Fuller (1979) stationarity test.

The next step after determining, the order of integration, of variables in the model is that if, they are found to be cointegrated of order1 i.e I (1), (Gregory and Hansen 1996, Gregory and Hansen 1996) approach is used to, determine the long-run association among variables used in the study.

Following existence of the cointegration, among the variables as evidence by trace statistic and maximum Eigen values statistic as shown in Table, the model of vector error correction is estimated, to determine the long-run as well the short-run relationships between the variables as well as the speed, of adjustment, from the short-run relationship to the long run relationship represented by error correction term.

The next stage is to conduct the diagnostics checking to determine the model adequacy used in, the conduct of the study using the, cumulative sum of residuals and the cumulative sum of squares of recursive residuals (CUSUM) and other diagnostic tests.

Gregory & Hansen Approach of Cointegration

The study uses (Gregory and Hansen 1996), residual based test for approach of cointegration for the presence of structural break at unknown date. This method of testing for cointegration is superior to Engle and Granger (1987) cointegration approach as the later tends, to under reject, the null hypothesis, of no cointegration even if there exist cointegration at unknown period in the sample data. The Gregory and Hansen (1996) approach of cointegration is the extension of the Engle and Granger (1987) cointegration and it involves testing the null hypothesis, of no cointegration against, the alternative hypothesis of cointegration, with structural breaks at unknown date based on the extension of ADF, Za and Zt Tests.

The Engle and Granger (1987) approach to cointegration approach assuming existence of three independent variables is given by the equation as:

\[ y_t = \beta + a_1 x_{t-1} + a_2 m_{t-1} + a_3 n_{t-1} + \varepsilon_t \]

Where \( y_t \) is the dependent variable and is I(1) and \( x_t, m_t \) and \( n_t \) are the independent variables and the coefficients \( a_1, a_2 \) and \( a_3 \) are assumed to be constant, that is they do not change with time and \( \varepsilon_t \) is assumed to be white noise. However, it could be possible that the cointegration may take time to manifest long-run relationship and the time of the long-run relationship may be unknown but can however be determined endogenously. The structural change may be reflected in the changes in the intercepts (\( \beta \)) or changes in the slopes (\( a_1, a_2, a_3 \)) or changes in the slopes and the trend.

Gregory and Hansen (1996) used an indicator variable defined as:

\[ D_t = \{ 0, \text{if } t \leq [nR] \} \quad \text{and} \quad \text{Di} = \{ 1, \text{if } t > [nR] \}, \]

where: the unknown paraters \( 0, 1 \), denotes the relative timing , of the structural change and \( [ ] \) is an integral part. To test, for cointegration, in the presence of structural breaks. Gregory and Hansen (1996) proposed the use of four models to test the null-hypothesis, of no cointegration, against the alternative that there exist relationship cointegrating among variables used in the study. The Models as used by the Gregory and Hansen (1996) are as follows:

Model 1:- Level Shift (C) Model

This is a simple case model where the shift affects only the constant with the slope coefficients remaining the same...
after the shift and the parameter $\beta_1$ indicates the intercept, before the shift, and $\beta_2$ is, the intercept after the shift. 

$$y_t = \beta_1 + D_t \beta_2 + \lambda t + \alpha_1 x_t + \alpha_2 m_t + \alpha_3 n_t + \varepsilon_t$$

Model 2: Level shift with trend (C/T) Model

The level shift, with trend model of the Gregory and Hansen (1996) cointegration approach in, the presence of, one endogenously determined, structural break includes the trend to the level shift model and is given as:

$$y_t = \beta_1 + D_t \beta_2 + \lambda t + \alpha_1 x_t + \alpha_2 m_t + \alpha_3 n_t + \varepsilon_t$$

Where the coefficient $\lambda$, represents the coefficient of the trend term $t$

Model 3: Model with Changes affecting the intercept and slope

The third model of the Gregory & Hansen cointegration approach to cointegration considers the shift affecting the intercepts as well as the slope coefficients and is given as:

$$y_t = \beta_1 + D_t \beta_2 + \alpha_3 D_t x_t + \alpha_2 D_t m_t + \alpha_3 D_t n_t + \varepsilon_t$$

Where $D_t$ is a dummy variable indicating the timing of the break

Model 4: Regime Shift with Trend

The fourth model of the cointegration test as given by Gregory and Hansen suggest the shift as affecting the slope coefficients, the trend as well as the slope coefficients of the model and is presents below as:

$$y_t = \beta_1 + D_t \beta_2 + \alpha_3 D_t x_t + \alpha_2 D_t m_t + \alpha_3 D_t n_t + \varepsilon_t$$

Gregory and Hansen (1996), Gregory and Hansen (1996) propose three tests for the residuals of the series to determine if there is cointegration.

$$ADF = \inf_{t \geq 0} ADF(t)$$

$$Z = \inf_{t \geq 0} Za(t)$$

$$Z_t = \inf_{t \geq 0} Zt(t)$$

As a result of the existence of cointegration, among the variables used in the model, Vector error correction model (VECM) is specified so as to determine the long-run, as well as short-run cointegrating coefficients of the model. Following the identification of structural break in, the VECM is specified taking into account the structural break using a dummy variable is represented as follows following the works of MEDHIN and MEKONNEN (2019).

$$\Delta X_t = \lambda + \delta X_{t-1} + \sum_{i=1}^{p-1} \beta_3 X_{t-i} + D_t \phi_k + \mu_t$$

From equation $\lambda$ is a, vector of intercepts and $X$ is a vector, of endogenous variables included in, the model and $\phi(t)$ is a vector of dummy variables accounting for, the period of structural break, in the VECM MEDHIN and MEKONNEN (2019). $\delta$ is a a reduced rank matrix which can be separated into $\alpha$ and $\beta$. $\phi$ is a vector of dummy variable coefficients defined as:

$$\phi_k = \begin{cases} 1 & \text{for any period after break point} \\ 0 & \text{otherwise} \end{cases}$$

$$I(t) = \begin{cases} 1 & \text{for a break period that is equal to breakpoint} \\ 0 & \text{otherwise} \end{cases}$$

Where $\phi$ is the break point dummy and $I$ is an indicator variable. The indicator variable provides for the stability of, the vector error correction model when the break period is known apriori (Garba, Bello et al. 2016).

If series variables are, integrated of the same order, but non-cointegrated a vector autoregressive (VAR) model is specified in the form of first differenced values of the integrated series to run Granger causality tests (Acaravci 2010). However, if there is at least one cointegrating vector, the residuals of the cointegrating equation should be estimated and the first lag value of te residuals added to the cointegrated equation in the form of vector error correcting equation (Acaravci 2010). The residuals from the cointegration equation are estimates and its one lag level is added to the model in the vector error correction model as an, error correction term, to equation (Johansen 1988) as follows:

$$\Delta \ln GDP = \beta_0 + \sum_{i=1}^{p} \beta_i \Delta FD_{t-i} + \sum_{i=1}^{p} \beta_i \Delta openness_{t-i}$$

The error correction that adjusts the short-run disequilibrium to the long-run relationship is, expected to be significant and negative with the absolute value of less than unity.

VI. RESULTS

This section of the paper presents, the results, of the test for stationarity of the, variables, and the interpretations, and it includes test for, unit root using, the Augmented Dickey and Fuller (1979) and Phillips (1988) test of Unit root.

The results, in the table indicates, that the results of Augmented Dickey and Fuller (1979) and Phillips (1988) have all indicated all the variables have, a unit root at their level value. However, the first difference of the series indicates that they become stationary after first difference.

Table 1: Augmented Dickey Fuller (ADF) and Phillips Peron Test of Unit Roots Results. + the use of data of time series.

<table>
<thead>
<tr>
<th>Variable</th>
<th>ADF without lag</th>
<th>ADF with lag</th>
<th>PP without lag</th>
<th>PP with lag</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP</td>
<td>-0.012356</td>
<td>-1.91653</td>
<td>0.036139</td>
<td>-1.90921</td>
</tr>
<tr>
<td>Fin. Devt</td>
<td>-2.0545</td>
<td>-2.4769</td>
<td>-2.07313</td>
<td>-2.5139</td>
</tr>
<tr>
<td>Openness</td>
<td>-1.9952</td>
<td>-1.6263</td>
<td>-1.8411</td>
<td>-1.8153</td>
</tr>
</tbody>
</table>

Notes: *** & ** denotes significance at, 1% and 5% level of significant respectively. The figures in the parenthesis denotes the optimal lag

Length selected, on the basis of Schwartz Information Criterion. The figures in brackets represent the Bandwidth used in the Phillips - Perron test Based on Newey West Bandwidth criterion.

Source: Computed by the author using E VIEWS 9.0 with the use of data from the statistical bulletin of Central

The results for the test of the test of unit roots in Table 1 indicates that none of the variables used in the model is stationary at its level value for all the two cases of constant only and constant with trend. However, the unit root test has shown that, all the variables, are stationary at first differences from both, the augmented Dickey Fuller, as well as the as well as the Phillips-Peron tests.

**Unit Root test with Structural Break and Interpretation of Results**

This subsection of the paper presents the result of the test for structural breaks. The test considers the possibility of having single structural breaks that is assumed to be endogenously determined. The result is presented in the Table 3.

### Table 2: Test for Unit Root with Structural Breaks

<table>
<thead>
<tr>
<th>Variables</th>
<th>Level Values</th>
<th>First Difference Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Date</td>
<td>Root</td>
<td>Date</td>
</tr>
<tr>
<td>FinDev</td>
<td>2001** -3.4176</td>
<td>2011*** -6.8686**</td>
</tr>
<tr>
<td>Openness</td>
<td>2010** -4.5149</td>
<td>2011* -9.4262***</td>
</tr>
</tbody>
</table>

**Notes:** ***,** and * denotes significance level at 1, 5 and 10 per cent respectively.

**Source:** Computed by the Authors using E Views 9.0 using data obtained, from the statistical bulletin of Central Bank of Nigeria (2015).

The results of, the test of unit root, in the presence, of one structural break indicates that none of the series variables is stationary at its level value, However significant break dates have been identified as 1992 for the gross domestic product, 2001 for financial development and 2010 for the trade openness variable. The results also have shown that the variables, are stationary at first difference, with significant break date as 2011. Therefore, having found that, all the series variables, are stationary at their first difference values, the necessary condition for the test for cointegration has been fulfilled and it is conducted below using, the Gregory and Hansen (1996), Gregory and Hansen (1996) approach of cointegration.

**Gregory and Hansen Cointegration and Interpretation of Results**

This paper section presents the results for the cointegration test with the, presence of the structural breaks using Gregory and Hansen (1996) Gregory and Hansen (1996), approach.

### Table 3: Gregory & Hansen cointegration Results with structural breaks.

<table>
<thead>
<tr>
<th>Model</th>
<th>Level Shift &amp; Trend</th>
<th>Regime Shift &amp; Trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADF</td>
<td>5.24**</td>
<td>-4.86</td>
</tr>
<tr>
<td>Date</td>
<td>2010</td>
<td>2010</td>
</tr>
</tbody>
</table>

**Source:** Computed by the Authors using stata 14.0 from the data obtained, from the bulletin of central Bank of Nigeria (2015).

**Notes:** ** indicates significance at level of 5 percent.
Long Run Relationship and Interpretation of Results

This subsection of the paper reports the results of the normalized cointegrating regression equation and the interpretation of results.

Table 5: Summary of the Results of the Normalized Long run cointegration Results with Structural Breaks

<table>
<thead>
<tr>
<th>Dependent Variable: Natural logarithm of Nominal Gross Domestic Product</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Financial Development</td>
<td>0.7381</td>
<td>-0.1235</td>
</tr>
<tr>
<td>Trade Openness</td>
<td>3.2***</td>
<td>5.36***</td>
</tr>
<tr>
<td>Structural Break Dummy</td>
<td>0.01433</td>
<td>0.1104</td>
</tr>
<tr>
<td>(2011)</td>
<td>6.5202</td>
<td>7.20***</td>
</tr>
<tr>
<td>Adjustment Parameter</td>
<td>-0.004</td>
<td>0.047***</td>
</tr>
<tr>
<td>R Squared</td>
<td>52.95</td>
<td>54.67</td>
</tr>
</tbody>
</table>

Source: Computed by the author using Stata 14 from data obtained, from Statistical Bulletin of Central bank of Nigeria (Various editions).

This section of the paper presents the results of the normalized cointegration equation. That is, the long-run relationship, between the dependent variable and independent variables (financial development and the trade openness). The result, from column 1 of Table 6 indicates that the financial development, has a significant and positive long-run relationship with economic growth, in the period of the study. Trade openness is indicate to have, a positive but none significant influence on the economic growth of Nigeria.

However, when the structural break dummy is considered, the coefficient of the financial development dropped from 0.7381 to 0.1235 and it indicates that, there exist a significant and negative relationship between the level of financial development and the economic growth. The trade openness contribution on the other hand turns out to be positive and significant. Meaning that trade contributes significantly, to the economic growth of Nigeria. Furthermore, the structural break dummy variable has a significant positive influence on the economic growth, at 1 percent significance level as the break date coincides with the period when the price of crude oil is on the increase thus more revenue for the government to finance its expenditure to promote economic growth.

The second argument that can be derived from the results in Table 6 is that including the structural breaks dummy helps in improving the significance and the reliability of the model. The trade openness variable turns out to be significant and the dummy variable is also significant at 1 percent significance level, Considering the importance of, adjustment in the vector error correction model, the model with c structural breaks in column-3 of Table 6 has shown that adjustment parameter improves from 0.004 to 0.047 and also significant at, 1 percent significance level, meaning that the speed of adjustment, from short-run disequilibrium is 4.7 percent to reach equilibrium annually. Furthermore, the inclusion of the break dummy has improved the coefficient of determination of the model as measured by R-square from 52.95 to 54.67. Therefore on the basis of this the model with structural breaks is used in drawing conclusion and policy implications for the paper.

Diagnostic Checking on the stability of the model

This section of the paper examines the adequacy of the model used in the study using the test for the normality of the residuals using the karlmgrov - smirnov test as well as testing the presence of serial correlation in the model and also checking for the stability of the residuals of the model using the grid circle from the eigen values of the model. The results of the test for normality of the residuals, indicates that the residuals are not normally distributed since the over all probability of the test of Jacque Bera for the v normality, of the residual, is less than 5 percent.

Table 6: Results of the Jacque Bera Test of the normality of the Residuals

<table>
<thead>
<tr>
<th>Equation</th>
<th>Chi square</th>
<th>Degrees of freedom</th>
<th>Probability of chi square</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dlog GDP</td>
<td>1.924</td>
<td>2</td>
<td>0.38216</td>
</tr>
<tr>
<td>DFD</td>
<td>12.182</td>
<td>2</td>
<td>0.0226</td>
</tr>
<tr>
<td>Dopennees</td>
<td>1.902</td>
<td>2</td>
<td>0.3863</td>
</tr>
<tr>
<td>Ddummy</td>
<td>3.105</td>
<td>2</td>
<td>0.2095</td>
</tr>
<tr>
<td>All</td>
<td>19.137</td>
<td>8</td>
<td>0.0141</td>
</tr>
</tbody>
</table>

Also, as a robust check, the paper conduct tests, for presence of the serial correlation using the test of Langrange multiplier and the result is presented in the table below

Table7: Results of Langrange Multiplier test for serial correlation

<table>
<thead>
<tr>
<th>Lag</th>
<th>Chi square</th>
<th>Df</th>
<th>Prob.chi square</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>15.5155</td>
<td>16</td>
<td>0.45726</td>
</tr>
<tr>
<td>2</td>
<td>20.1887</td>
<td>16</td>
<td>0.21184</td>
</tr>
</tbody>
</table>

The LM test result for the presence of serial correlation shows that the null hypothesis of no serial correlation cannot be rejected as suggested by the probability values of the test statistic.

The stability condition of the vector error correction estimates was also found to be stable since the eigen values of the estimated residuals are all within the circle as shown in the fig.
VII. DISCUSSIONS

This investigates, the effect of the financial development on the economic growth of Nigeria while accounting for the presence of structural break. The study aims to investigate if financial development, has a significant effect on the economic growth in Nigeria.

The study finds out that on the relationship between the financial development and the economic growth in Nigeria that there exists a significant and negative effect of financial development on economic growth, in Nigeria which is, in line with the findings, of Naceur (2007) and Samargandi (2013) amongst other studies. However, the findings of the study contradicts the findings of Odeniran (2010), Udeaja (2010) and Zheng (2009) who finds a positive significant relationship between the financial development and the economic growth, suggested by, the theory guiding the study that the financial development, is expected to exert positive effect, on the economic growth.

The result of the study also indicates that taking into considerations the possibility of the presence of structural breaks in the vector error correction estimate helps in improving the significance and the reliability of the estimates of the model which implies that finding out the causes of structural breaks in time series datasets has a vital role in model estimations.

VIII. CONCLUSION

The result of the study indicates that the financial development, has a significant and negative long-run effect on the economic growth, in Nigeria. The result of the study has implications from both policy perspectives and conduct of future research. The policy implications, for the study is that, financial sector reforms which aims at fostering financial sector and the economic growth in the long-run have adverse effect on economic growth by channeling resources away from the productive sectors of the economy such as agriculture and manufacturing to saving of money in financial institutions. Therefore, to foster economic growth in Nigeria, there is the need for government and private sectors to provide enabling institutions and environment for economic growth.

From the research perspective the study has shown that accounting for structural breaks improves the robustness of macroeconomic models. The study accounted for single break, future researches could be carried out considering multiple breaks and increasing the number of observations for a more robust result.
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