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Abstract: Our work presents a new robust approach that detects 

an object based on its color in a real 3D scene and in real time, this 

detected object will be augmented by additional information and 

its position in the scene will allow us to calculate the camera pose 

in order to correctly align the virtual object in the real world. The 

calculation of the camera position is the most studied problem in 

augmented reality, the solution of this problem is to provide the 

position of four 3D points in a real-world reference and their 2D 

position of their projection in the image sequence acquired in real 

time. For good detection, the color mode conversion of the scene 

from RGB to HSV allows multiple colors to be extracted and this 

color space is less sensitive to shadows and variance of brightness. 

A rectangle is automatically drawn around the detected object and 

surrounds the minimum surface area of its contour, this rectangle 

expresses the location of the detected object in the scene and the 

position of the four corners of this rectangle will allow us to follow 

the object in the scene so we can estimate the position of the 

camera. The result shows the quality, simplicity and speed of our 

approach compared to the methods mentioned in the related work 

section. 

Keywords: augmented reality, color, object detection, real time.  

I. INTRODUCTION 

  Augmented reality enriches the real world with additional 

information in a defined situation or in a specific environment 

via a smartphone or glasses [1] [2]. It allows to combine one 

or more virtual objects with the real world, in other words 

they coexist together [3]. The user stays connected to the real 

world and is able to visualize a scene augmented by texts, 

images or 3D objects and achieves visual consistency. Unlike 

virtual reality, where the user is totally immersed in a virtual 

world. Devices (Smartphone, tablet...) are becoming more 

and more powerful and efficient, they provide the necessary 

tools (camera, screen) to create an application to insert an 

object into a real 3D scene [4].  
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The difficulty encountered in augmented reality is the 

understanding of the geometric structure of a scene visualized 

through a camera, this means detecting and describing visual 

characteristics of the image to find the position of the camera 

in the real world reference frame, which will allow to 

correctly align the object inserted in the real world [5].This 

problem has been the subject of several scientific studies in 

the field of computer vision because the object detection 

process is the most important process in the calculation of the 

pose. We will present a new approach that consists in 

detecting an object based on its color. In the first chapter, we 

will describe the different methods existing in augmented 

reality to detect an object or characteristics of a 3D scene, 

then we will detail our approach by ensuring its robustness 

and speed.  

II. RELATED WORK 

In computer vision, object detection is a method of 

detecting the presence of an instance or class of objects in a 

digital image. Computer vision aims to understand the content 

of an image, this understanding involves in particular the 

recognition of objects in images and the understanding of the 

interaction relationships between objects and the scene, which 

has attracted the interest of the scientific community. A digital 

image is a projection of a real scene in an image plane, this 

projection is made through a sensor that is the basic 

component of a camera. A sensor is a sensitive surface that, 

thanks to its millions of pixels, will receive light from the lens 

of a camera. It will then transform this light into electrical 

signals that will be converted into digital images using a 

processor.The pinhole model [6] models a camera by a 

perspective projection, it allows to transform all the 3D points 

of a real scene into a 2D image plane, it leads to a geometric 

model that is mathematically rich. It is generally used more in 

currency cameras (smartphones, tablets...) which are 

configured according to this model. 

 
Fig 1: Representation of pinhole model 

This model describes by a mathematical formula the 

relationship between a 3D  
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point of the real world and its projection in the image plane: 
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K represents the matrix of intrinsic camera parameters, (R, 

t) represents the matrix of extrinsic camera parameters. 

Calculating the camera position is equivalent to finding the 

rotation R and translation t with regard to a reference in the 

real world, which allows a virtual object to be correctly 

aligned in a scene. This process begins by detecting 2D points 

of a particular object and tracking them in real time in the 

images acquired in real time [7]. The extraction of primitives 

is one of the methods used in augmented reality, these 

primitives can be in the form of a line [8], point [9], contour 

[10]. Corner extraction (example Harris [11]) has become the 

most widely used technique, due to its good performance in 

terms of repeatability and processing time.The extraction of 

key points (example SIFT [12], SURF [13], FAST [14]) is 

also the most widely used in computer vision. It offers robust 

detection and is characterized by a unique descriptor that 

allows the object to be located in the different incoming 

images.Contours are also rich indices and are widely used as a 

pre-processing step for detecting objects to find the 

boundaries of regions. An object can be located from all the 

pixels of its contour, they can be detected thanks to the filters 

of types Sobel [15], Prewitt [16] , Roberts [17] ou Canny [18]. 

There are algorithms that detect an object based on their 3D 

model [19], which requires the use of a camera that analyzes 

the scene in 3 dimensions, the process of detecting key points 

on different points of view is done offline [20] which presents 

a limitation for augmented reality.Shape detection recognizes 

an object in an unknown environment based on its geometric 

shape. The process consists of reducing the noise in the 

image, detecting the contours and comparing the result to a 

database [21]. If an object model is available, object detection 

is equivalent to matching the different primitives extracted 

from the image.The presence of a marker in the scene reduces 

the cost of calculating by knowing its geometric shape 

beforehand. The marker-based method is a method that 

detects a marker as a 2D image added in the real world, the 

markers are used as a physical reference point in a scene and 

they are easily identifiable by knowing their geometry. This 

method offers a robust result and allows the virtual object to 

be inserted precisely. The only constraint is that the marker 

must always stay visible in the observed scene and their 

dimensions must be known. This method is popularized by 

ARToolkit [22], it is used by many augmented reality 

applications, it consists in placing a black and white marker of 

a black square border surrounding a model in a scene. 

Detection of the four corners of the square is sufficient to 

calculate the camera position.The use of these methods is 

expensive in computation time and constitutes a constraint for 

augmented reality where everything happens in real time, we 

will present our approach and ensure its effectiveness. 

III. OUR APPROACH 

Our method describes a robust technique to locate an object 

in a real 3D scene in real time visualized by the camera of a 

device (smartphone, tablet...). The idea of this research is to 

detect the object based on its color in HSV mode, this color 

mode has a variety of advantages that allows good color 

detection using their Hue, Saturation and Value intervals [23]. 

Extracting the color of the object facilitates the process of 

detecting contours in a binarized image, then we draw a 

rectangle around the minimum surface of the extracted 

contour to express the correct detection. The purpose of our 

method is to be able to locate an object easily and quickly in a 

scene to augment it and to exploit it in the process of 

calculating the camera pose for augmented reality based on 

the position of the corners of this rectangle. We used the 

OpenCV library [24] for the implementation of our method, it 

is a free graphic library, specialized in real-time image 

processing. The following figure shows the algorithm 

implemented for our method.  
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Fig 2: Diagram of the processing of a 3D scene (image 

sequence) 

A. Convert the color mode 

The method used to extract the colors is HSV (Hue 

Saturation Value), it is more intuitive to identify and describe 

the colors, it offers a wide possibility to extract and know 

several colors by knowing their intervals H, S and V. This 

color space is less sensitive to shadows and variance in 

brightness [23]. 

The HSV model consists of decomposing the color 

according to physiological criteria: 

• Hue, is the pure shape of a color, it varies between 0 and 

360° 

• Saturation, describes the purity of the color and the 

intensity of the coloration 

• Value, indicates the quantity of light of the color, it 

expresses the impression of clarity, brightness of the color 

Convert the color mode from RGB to HSV 

Extraction of a color using its Hue interval 

 

Finding the contours 

 

Draw a rectangle on the edges of the object 
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Fig 3: Color HSV 

The first step of our method is to convert the color mode of the 

scene from RGB to HSV. The calculation of each Hue 

Saturation Value is done as follows: 
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B. Color extraction 

To extract a color, we use the dedicated Hue interval for 

each one. Concerning saturation and brightness they vary 

between 10 and 255 which improves color detection in low 

light conditions. The following figure shows the different Hue 

intervals of each color, Hue is the most important criteria and 

one of the main properties of a color and it is invariant in 

terms of brightness, it is coded according to the angle that 

corresponds to it on the color circle: 

• 0° ou 360° : rouge ; 

• 60° : jaune ; 

• 120° : vert ; 

• 180° : cyan ; 

• 240°: bleu; 

• 300°: magenta. 

 
Fig 4: Hue interval 

C. Contour detection 

The contours are a curve connecting all continuous points 

with the same color or intensity. For better accuracy, it is 

preferable to use binary images. Finding contours is like 

finding a white object on a black background. For our 

method, extracting the desired color automatically produces a 

binary image containing the object detected in white and the 

rest of the scene in black, which facilitates the contour 

extraction process. The SUZUKI method [25] allows to 

extract the topological structure of a given binary image that 

includes contours that are a useful tool for shape analysis and 

object detection and recognition. Contours are determined as 

the boundaries between the black and white points where each 

contour determines a set of linked 2D points. The following 

figure shows an image of a real 3D scene, extracting the red 

color allows to display the detail of the flower outlines in the 

binarized image. 

 

    
 

Fig 5: Image of a binarized scene displaying details of a red 

flower 

D. Detect and track the object 

Thanks to the contours detected in the binarized image, it 

becomes easy to locate our object in the scene. To draw the 

rectangle around the object, we will implement the Toussaint 

algorithm [26]. It surrounds the minimum surface of the 

contour, having a finite set of 2D points, we can calculate the 

minimum surface rectangle that contains the points of the 

polygon that contains all these points. Let us consider a set of 

points that belong to a contour, the points , , ,i j k lp p p p   

are selected as candidates based on the minimum and 

maximum x and y coordinates. L ( , , , )
s i j k l

p p p p  represents 

a set of parallel straight lines that pass through each point, 

these lines are rotated to build a set of calipers with an angle, 

the vertices of the corners of the rectangle can be calculated 

from the coordinates  when the optimal area of the rectangle is 

determined [27]. 

 
Fig 6: The optimal rectangle  

 
Fig 7: rectangle drawn around a contour 

One of the specific features of this rectangle is that it is  

possible to know the position 

of its four corners in the image 

and follow them in real time, 

which is the number of points 
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necessary to calculate the position of the camera to insert a 

virtual object in the center of the rectangle and increase the 

detected object with additional information. 

IV. EXPERIMENTATION 

To study the performance of our method, we tested in 

different scenes to build its robustness. For each scene we 

applied the process described in our method. We tested on 

objects with different colors, using their Hue intervals and by 

varying saturation and brightness between 10 and 255 we 

were able to automatically detect different objects in the 

scene. The following figures show the results before and after 

the location of different objects in simple and complex real 

scenes, the object is located in real time through the camera of 

a device (smartphone, tablet...) using a green rectangle draw 

on its edges. The application is made with the android studio 

editor [28] using the OpenCV library [29] dedicated to image 

processing. 

     
Fig 7: detection of a beige egg in a simple scene 

 

     
Fig 8: detection of a turquoise thermos in a simple scene 

 

    
Fig 9: detection of a red flower in a complex scene 

 

    

 
Fig 10: detection of a brown door in a complex scene 

V. INTERPRETATION 

The results show the effectiveness of our method, the 

objects are recognized through their colors by specifying their 

Hue intervals and framed by a rectangle to express that the 

object is correctly detected. If several objects of the same 

color are present, the object with the largest number of 

grouped pixels will be surrounded. The rectangle surrounds 

the minimum contour area and provides the position of these 

four points as shown in figure 12, which allow the camera 

position to be calculated and correctly align a virtual object 

with the detected object. The robustness of this detection, its 

speed and its simplicity compared to the methods mentioned 

in the related work part, shows its performance for augmented 

reality where everything happens in real time. Thus we were 

able to complete the first step in the process of calculating the 

camera pose which allows us to detect and track an object in a 

scene. 

 
Fig 11: Scene before detection 

 

 
Fig 12: Scene after 

detection 
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VI. CONCLUSION 

This article presents a robust method for detecting and 

tracking an object in the real world in real time based on its 

color. The idea is to locate the object through its color in a real 

3D scene using a rectangle drawn around the minimal surface 

of its contour. This rapid detection and knowledge of the 

position of the corners of this rectangle in the various images 

acquired in real time will facilitate the process of calculating 

the camera position for augmented reality. 
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