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Abstract: Clustering High dimensional data is a propitious research area in current scenario. Now it becomes a crucial task to cluster multi-dimensional dataset as data-objects are largely dispersed in multi-dimensional space. Most of the conventional algorithms for clustering work on all dimensions of the feature space for calculating clusters. Whereas only few attributes are relevant. Thus their performance is not very Precise. A modified subspace clustering is proposed in this research paper, which does not use all attributes of high-dimensional feature space simultaneously rather, it determines a subspace of attributes which are important for each individual cluster. This subspace of attributes may be same or different for the different cluster. The comparison between conventional K-Means and modified subspace K-means clustering algorithms were done based on various validation matrices. Results of the modified subspace clustering is compared with the conventional clustering algorithm. It was analyzed based on different matrices such as SSE(sum of squared error), WGAD-BGD (Within group average distance minus between group distances) and DBI(Davies-Bouldin index) or Validity index. Artificial data set were used for all the experiments. Results represent the better efficiency and feasibility of modified subspace clustering algorithm over conventional clustering methods.

Index Terms: clustering, high-dimensional data, Subspace clustering, COSA, clustering on subset of attribute

I. INTRODUCTION

The act of mining or eradicating useful information from massive data saved inside the database is defined as Data mining. This technique is particularly used to extract information from a data collection and convert into a comprehensible shape which could be use in decision making [1]. Clustering is unsupervised data mining task. It constructs physical class of identical data-objects, identified as cluster. So, in cluster data-objects are much similar to each other. At the same time, they are different from data object of another cluster. [2] Conventional strategies do not provide desired result despite continuous research on clustering techniques over the long time mainly in the fields of database, statistics and machine learning. In real-world situations when clustering is applied on large-dimensional space, most of the algorithms are suffering from various key challenges. Data objects in distinct clusters are usually associated with each other by using some sets of features, i.e. a cluster can additionally occur in one of a kind subspace or in a certain subspace of all dimensions. It is found that data-objects are actually some distance apart from one another in some dimensions of high-dimensional space. Recently various subspace clustering techniques were evolved to overcome this problem. The intention of subspace clustering is to discover clusters in exclusive subspace or in certain subspace of the original feature space. Subspace clustering is a suitable technology concerned with the clusters which are identified totally on the basis of their association with subspace of high dimensional feature space [3, 14]. Subspace clustering algorithms are categorized into two main classes as Soft subspace clustering and Hard subspace clustering. Soft subspace clustering attaches weight to every feature on the basis of feature contribution for constructing distinct cluster in the clustering process. In soft subspace clustering method, an initial weight is attached to individual feature by using a random approach and then allocates each object to the cluster. The process is repeated iteratively to refine the and clusters [11]. Example of some soft clustering algorithm are Fuzzy Subspace clustering given by Gan and Wu in 2008. Fuzzy Weighted K-means algorithm given by Jing et al., in 2005 and Attribute Weighted algorithm given by Chan et al. in 2004. Whereas in hard subspace clustering, a particular subset of the feature is chosen for individual cluster and remaining other features are rejected i.e. hard subspace clustering method split the features space into distinct subspace where individual feature can be member of a particular subspace or not [4]. It is further categories into two categories primarily on the basis of their searching strategy. They are top-down and bottom-up hard subspace clustering. Top-down approach locates clusters initially in full-dimensional feature space after that it determines the subspace for individual clusters iteratively. Top-down start via thinking that clusters made of every attribute in the dataset. The attributes are incrementally removed and the status of evolved clusters is evaluated. The process is continued until the overall functioning of the algorithm attains a desired level. During the beginning of the process the clusters are constructed by using all attributes [5]. Examples of some Top- down approach are given as follows. In 1999 Aggarwal et al. has given PROjected CLustering(PROCLUS). In the year 2000, Aggarwal and Yu developed Arbitrarily Oriented Projected Cluster generation (ORCLUS). Further in the year 2004 Woo et al. has given Fast and Intelligent Subspace Clustering Algorithm using Dimension Voting(FINDIT). In 2004 Friedman and J. J. Meulman has developed Clustering on Subset of Attribute(COSA). Bottom-up approach firstly locates dense regions in low-dimensional feature space. After that integrates them in the shape of clusters.
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Some data structure such as, windows, cells are prerequisite for using Bottom-up approach. Examples of some bottom-up clustering algorithm are as follows. In 1998 Aggarwal et al. has developed CLIQUE. In 1999 Goil et al. has given MAFIA. In 1999 Cheng et al. has given ENCLUS and SUBCLU is given by Kailing et al. in 2004.

II. METHODOLOGY

The modified Subspace clustering algorithm have two steps: In first step COSA algorithm was applied, which identifies subspace for each individual cluster. This subspace is consisting of most important attribute for each individual cluster, and may be same or different for each individual cluster. Whereas, in second step k-means clustering algorithm applied on the subspace obtained in the first stage for the formation of the cluster.

A. Clustering on subset of attribute (COSA)

J. H. Friedman and J. J. Meulman in 2004[6] introduce an algorithm known as Clustering on Subset of attribute (COSA). This algorithm is basically used to determine the set of attributes which construct the subspace for each and every cluster. In the subspace of each cluster, larger weight is assigned to the attribute which have smaller dispersion i.e. the attribute which are important for a particular subspace. the execution of algorithm, gives as output a distance matrix. which can also use as input for any further clustering algorithm. Steps in COSA algorithm are shown below:

1. Assign equal weight to each dimension of full-dimensional feature space, with the constrain sum of weight of all dimensions is equal to 1.
   \[ \sum_{k=1}^{N} W_k = 1 \]

2. Calculate distance matrix with the help of weight allocated to individual dimension in step1 this distance matrix \( \delta_{ijk} \), gives distance among each pair of data objects. the value of distance matrix is obtained by using following formula.
   \[ \delta_{ijk} = |x_{ik} - x_{jk}| \]

3. Calculate closeness between the attributes for all clusters by using weight assigned to attributes and the distance matrix.

4. Based on of this closeness measure, modify the distance matrix \( \delta_{ijk} \) to create a modified distance matrix Dijk, in which the individual distance is divided by the Sk as follows,
   \[ \text{Dijk} = \frac{1}{\delta_{ijk}} \sum_{i=1}^{N} \sum_{j=1}^{N} \delta_{ijk} \]

5. now modify Dijk by multiplying the weight of respective attribute for every cluster, Wkl which is computed in step1. As follows,
   \[ \text{Dij[W]} = \sum_{k=1}^{n} W_{kl} \cdot \frac{1}{\delta_{ijk}} \]

6. Run any clustering algorithm such as k-means, KNN which uses the new modified Dij[W] distance matrix for calculating distance between the objects.

7. After getting clusters of objects we calculate dispersion of data objects in the Kth attribute for Lth cluster by using formula.
   \[ \text{Sk} = n \sum_{c=1}^{C} \sum_{c=1}^{n} d_{ijk} \]

8. calculate the weight of attribute for every cluster with the help of following formula.
   \[ \text{Wkl} = \frac{1}{\text{Sk}} \sum_{c=1}^{n} (\exp(-\frac{\text{Sk} d_{ijk}}{\text{Sk}})) \]

9. Change value of \( \lambda \) by \( \lambda = \lambda + \lambda n \) go to step 5 and continue entire procedure until weight matrix get establish.

Note: In step 5 of 1st iteration the weight of each attribute for every cluster represented by Wkl is same for every cluster, but in later 2nd and successive iteration the weight of Wkl is different for all cluster so for calculating the Dij[w] use following formulas.

B. 1st formula

\[ \text{Dij'[w]} = \sum_{c=1}^{n} \max(W_{kc}(i/w), W_{kc}(j/w)) \cdot \frac{1}{\delta_{ijk}} \]

C. 2nd formula

\[ \text{Dij''[w]} = \max(D_{ij}[Wc(i/w)], D_{ij}[Wc(j/w)]) \]

In this method first find value of distance between objects in every dimension by multiplying the weight of that particular dimension for each cluster. Then choose maximum distance to construct distance matrix Dij[w].

III. RESULT AND DISCUSSION

Functioning of both algorithm conventional clustering and subspace clustering is tested on the dataset with numeric attributes. Both clustering algorithms are applied on Synthetic Fisher’s IRIS data set which contains eight numeric attributes and total 300 data-objects of three species Setosa, Virginica and Versicolor. For implementation all the programs are written in C language.
It compares the conventional clustering and subspace clustering in term of SSE, WGAD-BGD, and DBI. The corresponding graphs are shown in fig1-3 to plot the SSE, WGAD-BGD, DBI values.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>Total number of data objects present in a given dataset</td>
</tr>
<tr>
<td>D=d(xi,xj)</td>
<td>“distance Matrix” between data points</td>
</tr>
<tr>
<td>Ci,……..Ck</td>
<td>Group of K clusters</td>
</tr>
<tr>
<td>K</td>
<td>Total number of clusters</td>
</tr>
<tr>
<td>Ci</td>
<td>Total data elements present in cluster i</td>
</tr>
<tr>
<td>x1,…….xN</td>
<td>Set of data points</td>
</tr>
</tbody>
</table>

### Table 1: Meaning of Notation

**A. Sum of squared error (SSE)**
For measuring intra-cluster cohesion SSE is a useful tool. SSE helps in determining cohesion of data objects inside cluster. To find value of SSE the squared distance of all data object Xj to its cluster centroid Cm is added. Value of SSE a cluster configuration can obtained as below [8].

\[ \text{Sum of square error} = \sum_{i=1}^{k} \sum_{j=1}^{n} |c_i| \text{dist}(x_j, C_m)^2 \]

The cluster configuration that have lower value of total SSE will be better.

**B. BGD (between group distances)**
BGD (Between Group Distance) is method of determining distance of the clusters from each other. Basically it is the distance of center of every cluster to the center of cluster of whole data set. Larger is the separation, outcome is superior cluster configuration. BGD is find out by using formula given below.

\[ \text{TOTAL BGD} = \sum_{i=1}^{K} |c_i| \text{dist}(C_i, C) \]

**C. WGAD (Within group average distance)**
Excellence of clustering method is measured with the aid of cohesion in the cluster. WGAD (Within group average distance) is used for measuring cohesion inside the cluster.

\[ \text{TOTAL WGAD} = \sum_{i=1}^{K} \sum_{j=1}^{n_i} |c_i| \text{dist}(x_j, C_i) \]

to gain a fine cluster configuration, try to minimize the WGAD and maximize BGD So, both cohesion and separation can combine into a single unit called Eval ,that may be determine by the following formula

\[ \text{Eval} = \text{WGAD-BGD} \]

So, for obtaining a good cluster configuration one should try to minimize Eval.

**Figure I: Comparison of SSE for conventional clustering and Subspace clustering.**
The above graph demonstrates that the value of SSE of subspace clustering is less than conventional clustering .so subspace clustering is superior to conventional clustering algorithm.

**D. DAVIES-BOULDIN Index**
Davies-Bouldin Index is a mixture technique that measures the couple of level of Intra-cluster cohesion and level of inter-cluster separation. Davies-Bouldin index for specific cluster configuration is obtained by adding up the greatest proportions of the Intra-cluster separation to the inter-cluster separation of every cluster.

\[ \text{Davies-Bouldin Index} = \frac{1}{K} \sum_{i=1}^{K} R_i \]

Here \( R_i \) is greatest proportion among each cluster \( i \) and another cluster \( j \). In which \( i \leq j \leq K \) and \( j \neq i \). For obtaining a desirable cluster design try to reduce the estimate of DBI . Unique proportion \( R_i \) representing intra-cluster separation to the inter-cluster separation of \( i^{th} \) cluster respecting \( j^{th} \) cluster is computed as [8]:

\[ R_{ij} = \frac{S_i - S_j}{D_{ij}} \]

Here \( D_{ij} \) is separation of centroid of \( i^{th} \) cluster with centroid of \( j^{th} \) cluster. \( S_i \) and \( S_j \) represents average separation of data-objects from its own cluster. The value of \( S_i \) and \( S_j \) is determined as follows:

\[ \frac{1}{|c_i|} \sum_{n=1}^{n_i} |c_i| d(x_n, c_i) \]
Here x is data-object inside cluster i, centroid of cluster i is represented by Ci.

![Davies-bouldin index](image)

**Figure III: Comparison of Davies-Bouldin index for conventional clustering and subspace clustering**

The above graph demonstrates that the value of Davies-Bouldin Index of subspace clustering is less than conventional clustering, so subspace clustering is superior to conventional clustering algorithm.

**IV. CONCLUSION**

In the paper comparison between modified subspace clustering algorithm and conventional clustering algorithm has been done. The overall performance of each algorithm is analyzed primarily based on different validation matrices such as, sum squared blunders (SSE), Davies-Bouldin Index (DBI) and WGAD-DGD. Based on the experimental result as depicted in the Fig1, 2, 3, it is determined that the above mentioned validation matrices have better value for modified Subspace clustering than conventional clustering algorithm. So it is not feasible to apply conventional clustering algorithm for extremely massive datasets. Hence, one can draw the conclusion that the subspace clustering algorithm offers more appropriate way of clustering multi-dimensional data. The limitation of the above algorithm is that it works only on the numeric dataset. In future it may be extended to handle all kind of data.
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