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Abstract— Face recognition is most widely useful for social networks and surveillance applications. Face recognition is complex if there are variations in light. The proposed work is to develop an illumination invariant face recognition system by enhancing Contrast Limited Adaptive Histogram Equalization (CLAHE). The face recognition of Enhanced CLAHE is done using feature extraction method. The features extracted are DWT statistical features, moments, texture, regional features, shape ratios, Fourier descriptors and facial features from Enhanced CLAHE images. These features are combined to create a feature vector. The feature vector is classified using Support Vector Machine (SVM) classifier and Multilayer Perceptron (MLP) neural network. The efficiency of feature vector is tested with three public face databases AR, Yale and ORL. The testing result proves that feature vector has high recognition accuracy rate.

Index Terms— face recognition, CLAHE, Enhanced CLAHE, feature vector, illumination invariant, SVM and MLP classifier.

I. INTRODUCTION

In recent years face recognition has received substantial attention from researchers in biometrics, pattern recognition, and computer vision communities [1]. Researchers have proved that for a face image, the variability caused by illumination changes even exceeds the variability caused by identity changes [2]. The illumination normalization technique is applied on input images to remove the variations of lighting. The illumination normalization techniques are grouped into gray-level transformations, gradient-based methods, reflectance field methods, illumination models, wavelet based methods, Discrete Cosine Transform based methods and feature descriptors.

In machine learning, pattern recognition and image processing, feature extraction is a way of dimensionality reduction. Feature extraction is measurement of data from image. A feature vector is created from the measured features. The set of all possible feature vectors constitutes a feature space. The feature vector is a form of pattern. It is classified using supervised or unsupervised classification techniques.

Illumination invariant face recognition by enhanced contrast limited adaptive histogram equalization is developed [3]. The enhanced contrast limited adaptive histogram equalization is a hybrid method which uses gray-level transformations and wavelet based methods. The proposed work is to do face recognition using the features extracted from enhanced CLAHE images. The geometric features, shape features, moments, statistical features and texture features are the various features extracted from images.

II. RELATED WORKS

The gray-level transformations [4] like Logarithm Transform, Gamma Intensity Correction and Histogram Equalization are used for image enhancement, but could not remove the uneven illuminations in face images. The gradient-based method like gradientfaces is an illumination insensitive method which uses gradient domain, but it is more complex [5]. The reflectance field estimations methods are Self Quotient Image [6], Multiscale Quotient Image [7], Single Scale Retinex [8], Multiscale Retinex [9], logarithmic total variation [10] and Tan and Triggs method [11]. The illumination models construct a model using the training images. They are more complex [12]. Wavelet based methods like Discrete Wavelet Transform are simple, fast and efficient and it is a multi-resolution method which extracts both coarse and fine facial features [13]. Discrete Cosine Transform based methods uses local approach for face recognition [14]. The two representative feature based methods are Gabor Wavelet and Local Binary Pattern [15]. There is lot of variants of LBP methods. The Gabor based LBP methods also exist. The feature based methods extracts local features for face recognition. Some of the recent approaches are cost sensitive learning [16], ensemble string matching [17], Joint feature learning [18] etc.

The feature extraction method is a pattern recognition approach for face recognition. This work is based on the pattern recognition approach.

III. METHODOLOGY

The feature extraction of enhanced CLAHE method has the following steps:

- The illumination of the input image is normalized using Enhanced CLAHE algorithm [3].
- The feature extraction is done using Enhanced CLAHE image, mask images and elliptical gray images. These features are concatenated to create a feature vector.
- The feature vector is tested for face recognition using SVM classifier and Multilayer Perceptron (MLP) Neural Network.
A. Feature Extraction

The seven types of features are extracted from Enhanced CLAHE image, mask image and elliptical gray-scale image.

1) Discrete Wavelet Transform statistical features

The Discrete Wavelet Transform is applied on elliptical gray-scale image ‘E’ at level one using haar wavelet. The mean, variance, standard deviation and normalized energy of the four sub images L1, H1, V1 and D1 are stored as features. Thus 16 features are extracted.

2) Moment and Texture features

Moments are the most useful features to identify the shape because they provide global information about the random variable [19]. The first order moment mean, second order moment variance and normalized fourth order moment, Kurtosis [20] of four sub images L1, H1, V1 and D1 are used as features.

The contrast, energy, correlation and homogeneity [21] are the four statistical texture features extracted from four sub images L1, H1, V1 and D1. Thus 12 moment features and 16 texture features are extracted.

3) The region based properties

The elliptical binary mask image ‘BM’ is measured that represents face shape features. The nine regional features are area, major axis length, minor axis length, eccentricity, extent, solidity, Equivalent diameter, orientation and Euler number of region [4]. The seven shape ratio’s like thinness ratio, area to perimeter ratio, circularity, irregularity ratio, roundness, aspect ratio, compactness, are calculated from the elliptical face image [19]. The above ratios are given in equations 1 to 7.

\[
\text{Thinness ratio} = 4 \times \pi \left( \frac{\text{area of region}}{\text{perimeter of region}} \right)^2
\]

\[
\text{Area to perimeter ratio} = \frac{\text{area of region}}{\text{perimeter of region}}
\]

\[
\text{Circularity} = \left( \frac{\text{perimeter of region}}{\text{area of region}} \right)^2
\]

\[
\text{Irregularity ratio} = \frac{1}{\text{thinness ratio}}
\]

\[
\text{Roundness} = 4 \times \left( \frac{\text{area of region}}{\pi \times \text{major axis length}^2} \right)
\]

\[
\text{Aspect ratio} = \frac{\text{major axis length}}{\text{minor axis length}}
\]

\[
\text{Compactness} = \sqrt{\frac{4}{\pi}} \times \frac{\text{area of region}}{\text{major axis length}}
\]

4) Shape distance measures

The distance measures [19] like Euclidean distance of the shape boundary points set; centroid distance between the shape boundary points and the centroid X0 and Y0, the root mean square distance, the mean size of the shape and centroid size are measured from the elliptical shape. The equations 8 to 12 are given below. X1 and Y1 are the vectors of boundary points of the elliptical shape curve and X0 and Y0 are the centroids. Thus five features are measured from this category.

\[
\text{Euclidean distance} = \sqrt{\sum (x1^2) + \sum (y1^2)}
\]

\[
\text{Centroid distance} = \sqrt{\frac{\sum ((x1-x0)^2)}{2 \times \text{length}(x1)}} + \sum (y1-y0)^2)
\]

\[
\text{Root Mean Square distance} = \frac{\text{centroid distance}}{\text{length}(x1)}
\]

\[
\text{Mean Size} = \frac{\sum ((x1-x0)^2)}{\text{length}(x1)} + \sum (y1-y0)^2)
\]

\[
\text{Centroid size} = \frac{\text{centroid distance}}{\text{length}(x1)}
\]

5) Fourier Descriptors

The Fourier Descriptors are translation invariant, rotation invariant and scale invariant [22]. The boundary points of the elliptical face shape is represented as Z = X + i Y where X and Y are the vectors showing ‘x’ set of points and ‘y’ set of points on the boundary curve respectively. The Fourier transform is applied on this 1 D signal and Fourier descriptors are obtained. The first term in Fourier Descriptor is DC component depends only on the position of the shape, it is not useful in describing shape thus it is discarded. Scale invariance is then obtained by dividing the magnitude values of the first half of Fourier Descriptor’s by the DC component. Rotation invariants of the Fourier Descriptors are achieved by ignoring the phase information and by taking only the magnitude values of the Fourier Descriptors [22]. Here instead of using half of the Fourier Descriptors, only first eight terms (after ignoring FD0 term) are used for feature vector creation. Thus eight features are measured.

6) Thinning feature

The morphological operation thinning [4] is applied on mask image to create thinned image. The thinned image gives the structure of the face shape. The count of white pixels in the thinned image, branch points and end points are the three features.

7) Facial features

The eight facial features extracted from Enhanced CLAHE are face length ratio, face width ratio, forehead width ratio, forehead length ratio, chin width ratio, chin height ratio, triangle to area ratio and face area ratio. The face features forehead width, forehead length, face length, face width, chin width, chin height and face triangle are shown in fig. 1.

Fig.1. Facial features of Enhanced CLAHE
The facial features extractions are given in equations 13 to 20.

\[
\text{Face length ratio} = \left( \frac{\text{face length}}{\text{number of rows in image}} \right) \times 100
\]  
(13)

\[
\text{Face width ratio} = \left( \frac{\text{face width}}{\text{number of columns in image}} \right) \times 100
\]  
(14)

\[
\text{Forehead width ratio} = \left( \frac{\text{forehead width}}{\text{number of columns in image}} \right) \times 100
\]  
(15)

\[
\text{Forehead length ratio} = \left( \frac{\text{forehead length}}{\text{number of rows in image}} \right) \times 100
\]  
(16)

\[
\text{Chin width ratio} = \left( \frac{\text{chin width}}{\text{number of columns in image}} \right) \times 100
\]  
(17)

\[
\text{Chin height ratio} = \left( \frac{\text{chin height}}{\text{number of rows in image}} \right) \times 100
\]  
(18)

\[
\text{Triangle area ratio} = \left( \frac{\text{face triangle area}}{\text{face area}} \right) \times 100
\]  
(19)

\[
\text{Face area ratio} = \left( \frac{\text{face area}}{\text{number of rows} \times \text{number of columns}} \right) \times 100
\]  
(20)

B. Features Classification

The feature vector thus created consists of 84 different features representing the face features. The feature vector is classified using the supervised machine learning technique SVM classifier [23]. The class label has to be added at the end of the feature vector for supervised learning. Thus the feature vector length is 85.

SVMs are set of related supervised learning methods used for classification and regression [24]. SVM simultaneously minimize the empirical classification error and maximize the geometric margin. So SVM is called Maximum Margin Classifiers. SVM map input vector to a higher dimensional space where a maximal separating hyper plane is constructed. Here Polynomial Kernel SVM is used for face classification. Multilayer Perceptron’s (MLP) are the most popular type of neural networks. They belong to a general class of structures called feed forward neural networks [25].

C. Description of Databases

The face recognition accuracy rate of feature vector extracted is tested using three public face databases AR, ORL and Yale.

The AR database (Martinez and Benavente) [26] contains images of 100 persons taken in two different sessions. Neutral, expressions (anger, scream, and smile), illumination in (right, left and both sides) and occluded images are present. A subset is created with 1400 images for testing purpose. It contains 100 persons, 14 images of each person of different illuminations, expressions and neutral conditions.

The Olivetti and Oracle Research Laboratory (ORL) Face Database [27] contains 10 different images of each of 40 distinct subjects. For some subjects, the images were taken at different times, varying lighting, facial expressions (open / closed eyes, smiling / not smiling), facial details (glasses / no glasses) and head pose (tilting and rotation up to 20 degrees).

The Yale Face Database contains 165 gray scale images of 15 individuals in GIF format. There are 11 images per individual, one per different facial expression or configuration; centre-light, w/o glasses, happy, left-light/no glasses, normal, right-light, sad and sleepy, surprised and wink [28] in database.

D. Experimental results of Enhanced CLAHE using feature extraction

The proposed method is implemented in MATLAB 2013 [29]. Fig. 2a-c shows the outputs of pre-processing of sample AR face image. Fig. 3a shows the elliptical color image and figure 3b shows the Enhanced CLAHE image.
The face recognition accuracy rate is tested on AR, ORL and Yale databases. The feature vectors size of AR, ORL and Yale databases are 1400 x 85, 400 x 85 and 165 x 85 respectively. These feature vectors are classified using Polynomial Kernel SVM classifier and Multilayer Perceptron Neural Network with learning rate=0.3, number of iterations N=500 using Weka software [30].

The feature vector of each face database subset is tested with cross-validation. In Cross-validation test is repeated for all samples and each sample becomes the test data once. Cross-validation fold of 10, standard value for testing [30] is used for testing the feature vector. The feature vector extracted contains 84 features and one class label, thus 85 dimensions are used for face recognition.

Out of these 85 features, six features such as standard deviation, Kurtosis, Contrast, Energy, Homogeneity and Correlation of L1 Sub image for all persons are not different values and they are not significant for classification purpose. Thus the same face recognition rates are produced by using 85 dimensions or 79 dimensions.

The face recognition rate is computed by removing the features that are insignificant for face recognition. The first order moment mean and second order moment of four sub images L1, H1, V1 and D1 constitutes 8 features. Out of these 8 features, the first order moment of L1 alone is significant for classification. The other 7 moment features are eliminated from feature vector. Thus, the dimension of feature vector is reduced to 72. The area of mask and face area ratio are eliminated from feature vector and the dimension of feature vector is reduced to 70. The Euler and orientation features are eliminated from feature vector and the dimension of feature vector is reduced to 68.

**E. Performance of Enhanced CLAHE using feature extraction**

The performance of Enhanced CLAHE using feature extraction on AR, ORL and Yale databases is shown in Table 1. In Error! Reference source not found.1, the face recognition results are obtained on three face database using Polynomial Kernel SVM and MLP classifiers are shown. It contains 79, 72, 70 and 68 dimensions. Using 72 dimensions, MLP with learning rate 0.3 and 500 iterations shows recognition accuracy rate of 88.63% in AR database. Using 68 dimensions, ORL database has recognition accuracy rate of 94% with MLP and using 70 dimensions, Yale database has recognition accuracy rate of 84.81% with MLP. Using 70 dimensions, SVM shows recognition accuracy rate of 86.11% in Yale database.

**F. Performance Comparison**

Amany et al. [31] shows that Wavelet Packet Decomposition using block difference of inverse probabilities with variable block size shows highest recognition accuracy rate of 95.2% using 185 dimensions in ORL database.

In this method, the feature vector is classified using Support Vector Machine Classifier with Radial Basis Function (RBF) kernel using Euclidean distance. The performance of Enhanced CLAHE using feature extraction is compared with Wavelet Packet Decomposition method. Using 68 dimensions, the proposed method has face recognition accuracy rate of 94% with MLP NN classifier. Thus the Enhanced CLAHE using feature extraction method is better than the above method. Table 2 shows the performance comparison of Feature extraction using Enhanced CLAHE method on ORL database. From the table it is found that feature extraction method using Enhanced CLAHE outperforms the seventeen methods on ORL database. Table 3 shows the performance comparison of Feature extraction using Enhanced CLAHE method on Yale database. From the table it is found that feature extraction method using Enhanced CLAHE outperforms the six methods on Yale database.

**Table 2 Performance Comparison of Feature extraction using Enhanced CLAHE on ORL database**

<table>
<thead>
<tr>
<th>Serial No.</th>
<th>Method</th>
<th>Recognition Accuracy Rate %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>LDA [32]</td>
<td>82.00</td>
</tr>
<tr>
<td>2</td>
<td>U-LDA [32]</td>
<td>85.00</td>
</tr>
<tr>
<td>3</td>
<td>PCA [32]</td>
<td>88.50</td>
</tr>
<tr>
<td>4</td>
<td>R-LDA [32]</td>
<td>88.50</td>
</tr>
<tr>
<td>5</td>
<td>D-LDA [32]</td>
<td>89.50</td>
</tr>
<tr>
<td>6</td>
<td>KPCA [33]</td>
<td>90.50</td>
</tr>
<tr>
<td>7</td>
<td>HE+DWT [35]</td>
<td>90.66</td>
</tr>
<tr>
<td>8</td>
<td>INUM+DWT [35]</td>
<td>90.75</td>
</tr>
<tr>
<td>9</td>
<td>N-LDA [32]</td>
<td>91.00</td>
</tr>
<tr>
<td>10</td>
<td>O-LDA [32]</td>
<td>91.00</td>
</tr>
<tr>
<td>11</td>
<td>Complete 2DPCA [32]</td>
<td>91.50</td>
</tr>
<tr>
<td>12</td>
<td>KPCA [34]</td>
<td>91.75</td>
</tr>
<tr>
<td>13</td>
<td>HE+INUM+DWT [35]</td>
<td>92.16</td>
</tr>
<tr>
<td>14</td>
<td>2DLDA [32]</td>
<td>92.50</td>
</tr>
<tr>
<td>Serial No.</td>
<td>Method</td>
<td>Recognition Accuracy Rate %</td>
</tr>
<tr>
<td>-----------</td>
<td>--------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td>15</td>
<td>DWT 1D [35]</td>
<td>92.66</td>
</tr>
<tr>
<td>16</td>
<td>PCA+LDA [32]</td>
<td>93.00</td>
</tr>
<tr>
<td>17</td>
<td>ASDCT [36]</td>
<td>93.40</td>
</tr>
<tr>
<td>18</td>
<td>Proposed Method</td>
<td>94.00</td>
</tr>
</tbody>
</table>

Table 3 Performance Comparison of Feature extraction using Enhanced CLAHE on Yale database

IV. CONCLUSION

The illumination invariant face image is created using Enhanced CLAHE method. The Enhanced CLAHE images extract facial details like eyes, eye brows, nose and mouth. This method can be employed to extract the facial parts individually. The robust features are extracted from the enhanced image and a feature vector of length 85 is created. This feature vector created is tested using cross-validation. The classifiers used are Poly kernel SVM classifier and Multilayer Perceptron (MLP) Neural Network classifier. In AR and ORL databases, Enhanced CLAHE using feature extraction method with MLP NN classifier has recognition accuracy of 88.63% and 94% using 72 dimensions and 68 dimensions respectively. The results in Yale database shows that Enhanced CLAHE using feature extraction method with Polynomial Kernel SVM classifier has recognition accuracy of 86.11% using 70 dimensions. The face recognition of Enhanced CLAHE using feature extraction method outperforms the results of LDA and PCA based methods on ORL and Yale databases.

REFERENCES

31. Amany Farag and Randa Atta , “Illumination Invariant Face
Face Recognition of Enhanced Contrast Limited Adaptive Histogram Equalization using Feature Extraction Method


A. Thamizharasi M.E., M.B.A is working Assistant Professor in Department of Computer Science and Engineering, Mohandas College of Engineering and Technology, Trivandrum. She has 12 years of teaching experience. She has organized many workshops and conferences. She is a research scholar in Manonmaniam Sundaranar University, Tirunelveli. Her research interest is image processing and pattern recognition. She had published several papers in National, International Conferences and Journals.

Dr. Jayasudha J. S. is working as Professor in the department of computer Science & Engineering, Sree Chitra Thirunal College of Engineering, Thiruvananthapuram. She has 20 years of teaching experience. She has organized many community development programmes, short term courses and conferences. She did her B. E. degree from Madurai Kamaraj University and M. E. degree from National Institute of Technology, Trichy and doctorate degree from University of Kerala. Her Ph.D. thesis title is “Web caching and Pre-fetching techniques for Web traffic/Latency reduction”. She is recognized as approved research guide in the Ph. D. programme in Kerala University, Manonmaniam Sundaranar University and Noorul Islam University. She is also doing research in Computer Networks and Image Processing. She has published her research works in many national and international conferences and journals.