Abstract— Person re-identification becoming an interesting research area in the field of video surveillance and is taken as the area of intense research in the past few years. It is the task of identifying a person from a camera image, who is already been tracked by another camera image at different time at different location. Manual re-identification in large camera network is costly and mostly of inaccurate due to large number of camera that he had to simultaneously operate. In a crowded and unclear environment, when cameras are at a lengthy distance, face recognition is not possible due to insufficient image quality. So, visual features based on appearance of people, using their clothing, objects carried etc. can be exploited more reliably for re-identification. A person’s appearance can change between different camera views, if there is large changes in view angle, lighting, background and occlusion, so visual feature extraction is not possible accurately. For solving a person re-identification problem, have to focus on “developing feature representations which are discriminative for identity, but invariant to view angle and lighting”. Recently, Minimum Classification Error (MCE) based KISS metric learning is considered as one of the top level algorithm for person re-identification. It uses VIPeR feature set as input, which contains the extracted features. MCE-KISS is more reliable with increasing the number of training samples. It uses the smoothing technique and MCE criteria to improve the accuracy of estimate of eigen values of covariance matrices. The smoothing technique can compensate for the decrease in performance which arose from the estimate errors of small eigenvalues. Here, the value of average number of small eigen values of the covariance metrics is set as a constant. So it does not work well for a large number of samples. In such situation, introduce a new method to find the value of average of such small eigen values by maximizing the likelihood function. The new scheme is termed as Adaptive MCE-KISS and conduct validation experiments on VIPeR feature dataset.

Index Terms: reidentification, metric learning, covariance matrices, likelihood method.

I. INTRODUCTION

Video surveillance is an important technique for criminology, security and forensic applications. Because of the increased volume of surveillance videos today, it is very difficult to searching objects from such a massive video. Person reidentification is very useful for such situations. Person reidentification is becoming a hot research area today due to its importance in variety of applications [1]. The task of person re-identification is to determine which person in a gallery has the same identity to a probe image. This task basically assumes that the subject of the probe image belongs to the gallery, that is, the gallery contains this person. State-of-art person re-identification methods provide robust person matching through combining various feature vectors like RGB, HSV and LBP histograms. Among them, RGB & HSV are used to extract color information & LBP for texture distribution of the information. It uses color features with an assumption that person donot change their clothes as they move between cameras. In a crowded and unclear environment, when cameras are at a lengthy distance, conventional biometric like face recognition is not possible due to insufficient image quality. So, visual features based on appearance of people, using their clothing, objects carried etc. can be exploited more reliably for re-identification. But, visual appearance is weak for matching people, that means a person’s appearance can change between different camera views, if there is large changes in view angle, lighting, background and occlusion, that is different people appearing alike than the same person. So we use person reidentification methods for obtaining the robust features.

For obtaining robust features for an image, dimension reduction is important to retain the most effective features for subsequent matching. This is because a combination of the previously mentioned selected features is usually deployed, and dimension reduction results in an effective representation of the sample [2]. Dimension reduction algorithms have received increasing attentions in recent years. Principal component analysis (PCA) [3] is a representative classical linear algorithm. Distance learning can significantly improve the performance of retrieval applications [2]. In this paper, we aim to update the retrieval applications by applying robust distance learning. In previous studies, several approaches which have achieved top-level performance in image retrieval applications perform poorly for person reidentification. It is important to mention that MCE-KISS metric learning is both efficient and effective [2]. However, it is assumed that pairwise differences are sampled from a Gaussian distribution, has the small sample size problem for estimating the covariance, and therefore results in retrieval precision not always performing robustly in practice.

In this paper, we introduce the Adaptive minimum classification error (AMCE) criterion to improve MCE-KISS distance learning for person reidentification. It is important to note that eigenvalues of the true covariance matrix are biased, which harms the utilization of the estimated covariance matrix in subsequent operations, such as classification. The covariance
matrices of MCE-KISS are obtained by maximum likelihood (ML) estimation. With increasing the number of training samples, discriminative learning based on MCE is more reliable than classical ML estimation. In addition, the MCE criterion is widely used in the field of machine learning [4]. So, here smoothing technique [5] is required to improve the estimate of the small eigenvalues of a covariance matrix. But, in this technique the average number of small eigen values are set as a constant and is not well suited for large applications. So, we introduce a method by maximizing the likelihood function to improve this. Such a new scheme is termed as Adaptive Minimum Classification Error based KISS metric learning or simply AMCE-KISS.

The procedure for MCE-KISS-based person reidentification can be summarized by the following steps: 1) partitioning the image into a grid of size 8 × 4 and overlapping block of size 8×8, and the color features and texture features are extracted from the overlapping blocks; 2) concatenating all the feature descriptors together and conducting PCA to achieve a robust feature representation for each sample; 3) training AMCE-KISS; and 4) finally finding the matching rank according to the query target. Furthermore, the Cumulative Matching Characteristic (CMC) curve is used to illustrate the identification accuracy versus the number of samples retrieved.

The rest of the paper is organized as follows: in Section II, review related works for improving distance learning for person reidentification. We detail the proposed AMCE-KISS in Section III. Section IV shows the experiment results on the VIPeR feature dataset. We conclude the paper in Section V.

II. RELATED WORK

Here, we review the different techniques used in person re-identification. It is very important for noting the distance learning schemes, which has an increased attention [6], [7] because the retrieval quality is highly dependent on distance metrics. Weinberger and Saul [6] proposed a large margin nearest neighbor metric (LMNN) to improve the performance of the classical ANN classification. However, the computational processing of k closest within-class samples is time-consuming.

Yang et al. [8] proposed local distance metric to improve the performance of retrieval and classification accuracy. However, most methods may perform poorly when the view conditions change greatly and the training samples are insufficient. Prosser et al. [9] introduced Rank support vector machines (RankSVM) to person reidentification and proposed ensemble RankSVM to handle the scalability issue. Dapeng Tao and Lianwen proposed Regularized smoothing KISS (RS-KISS) [10] by integrating smoothing and regularization techniques for robustly estimating covariance matrices. RS-KISS is superior to KISS, because RS-KISS can enlarge the underestimated small eigenvalues and can reduce the overestimated large eigenvalues of the estimated covariance matrix in an effective way. However, retraining RS-KISS on all the available examples in a straightforward way is time consuming. Dapeng Tao, Lianwen Jin again proposed another scheme called MCE-KISS [2] uses the smoothing technique to improve the estimates of the small eigenvalues of a covariance matrix. But, here the number of small eigen values are set as a constant and is not well suited for large samples.

III. ADAPTIVE MINIMUM CLASSIFICATION ERROR-BASED KISS METRIC LEARNING

A. KISS Metric Learning Review

It has been reported that the KISS metric learning (KISS) [11] has obtained the state of the art performance for person reidentification on the Viper dataset [12]. Given a feature vector pair x_i and x_j referring to two people, respectively, let H_0 denote the hypothesis that the feature vector pair is dissimilar (x_i and x_j are different people), and H_1 denote the hypothesis that the feature vector pair is similar (x_i and x_j are the same person). The logarithm of the ratio between the two posteriors is

$$\delta (x_i, x_j) = \log \left( \frac{p(H_0|x_i, x_j)}{p(H_1|x_i, x_j)} \right)$$  (1)

For metric learning, a large (x_i, x_j) indicates x_i and x_j represent different people, while a small (x_i, x_j) indicates x_i and x_j represent a same person. We denote the difference of the feature vector pair by x_ij = x_i - x_j, and thus we have

$$\delta(x_{ij}) = \log \left( \frac{p(H_0|x_{ij})}{p(H_1|x_{ij})} \right)$$  (2)

which can be rewritten as

$$\delta(x_{ij}) = \log \left( \frac{f(x_{ij}|\theta_0)}{f(x_{ij}|\theta_1)} \right)$$  (3)

where f(x_{ij}|\theta) is the probability density functions with parameter \theta for hypothesis H. After assuming the difference space is a Gaussian structure, we have

$$f(x_{ij}|\theta) = \frac{1}{(2\pi)^{\frac{d}{2}} |\Sigma_x|^{\frac{1}{2}}} \exp \left(-\frac{1}{2} x_{ij}^T \Sigma_x^{-1} x_{ij} \right)$$  (4)

where \epsilon \in \{0, 1\}, d is the dimensionality of the feature vector, and \Sigma_x is the covariance matrix of x. Note that for specific i and j, since both x_i and x_j belong to the pairwise difference set, we have \sum_{j} x_{ij} = 0, i.e., zero mean and \theta_0 = (0, \Sigma_0) and \theta_1 = (0, \Sigma_1)

Given (4), (3) can be rewritten as

$$\delta(x_{ij}) = \frac{1}{2} x_{ij}^T (\Sigma_0^{-1} + \Sigma_1^{-1}) x_{ij} + \log |\Sigma_x|$$  (5)

By dropping the constant terms, we have

$$\delta(x_{ij}) = x_{ij}^T (\Sigma_0^{-1} - \Sigma_1^{-1}) x_{ij}$$  (6)

Define y_{ij} as the indicative variable of x_i and x_j : y_{ij} = 1 if x_i and x_j are the same person, otherwise y_{ij} = 0. Let N1 denote the number of similar feature vector pairs, while N0 denotes the number of dissimilar feature vector pairs. The covariance matrices are estimated as follows:

$$\Sigma_0 = \frac{1}{N_0} \sum_{i \neq j} (x_i - \mu)(x_j - \mu)^T$$
$$\Sigma_1 = \frac{1}{N_1} \sum_{i \neq j} (x_i - \mu)(x_j - \mu)^T$$  (7)
Let KISS project $\Sigma_i^{-1} - \Sigma_o^{-1}$ onto the cone of the positive a semi-definite matrix $M$, so we have

$$\delta(x_i) = x_i^T M x_i$$

(8)

where $M$ is the KISS metric matrix.

B. MCE-KISS Metric Learning Review

Although KISS improved the accuracy of person reidentification, there is a way to improve efficiency and stability. It is necessary to estimate the covariance matrices in (6) accurately to improve performance for person reidentification. The model of Gaussian distribution have estimate error given limited training samples. It is very critical to get a large number of labeled samples in real applications, to overcome the estimate error of the small eigenvalues of the covariance matrices which arose through the problem of small sample size. To obtain robust estimations, a large number of techniques have been proposed. In this paper, the smoothing technique [13], and the MCE criterion [14], are introduced to improve the accuracy of estimates of covariance matrices in KISS. By increasing the estimate to the small eigenvalues of a covariance matrix, the smoothing technique can compensate for the decrease in performance which arose from the estimate errors of small eigenvalues. The covariance matrix $\Sigma_i$ in (6) is first diagonalized and can be written as

$$\Sigma_i = \Omega_i \Lambda_i \Omega_i^T$$

(9)

where $\Lambda_i = \text{diag} [\lambda_{i1}, \lambda_{i2}, \ldots, \lambda_{id}]$ with $\lambda_{ij}$ being an eigenvalue of $\Sigma_i$, $\Omega_i = [\phi_{i1}, \phi_{i2}, \ldots, \phi_{id}]$ with $\phi_{ij}$ being an eigenvector of $\Sigma_i$, and eigenvalues in $\Lambda_i$ are arranged in a descending order. By substituting (9) into (6) we can explain that small eigen values significantly affect score of metric. Next, we replace the small eigenvalues of the covariance matrix with a small constant $\beta_i$.

$$\lambda_i = \text{diag} [\lambda_{i1}, \beta_i, \lambda_{i2}, \ldots, \lambda_{id}]$$

(10)

where $d$ is the dimensionality of training samples. Taking into account the smoothing technique, the constant $\beta_i$ is set to the value of the average of all the small eigenvalues

$$\beta_i = \frac{1}{d-1} \sum_{j=0}^{d-1} \lambda_{ij}$$

(11)

According to the MCE criterion, we need to optimize the parameters of covariance matrices by utilizing the gradient descent method. The parameters in KISS include the eigenvectors and eigenvalues of $\Sigma_0$ and $\Sigma_1$, i.e., $\lambda_{0i}, \beta_i, \lambda_{1i}, \phi_{0i}$, and $\phi_{1i}$. In MCE-KISS, we minimize the empirical loss $L$ by means of adjusting these parameters via gradient descent. Then

$$\Sigma_0 = \lambda_0 \phi_{0i} \phi_{0i}^T$$

(12)

$$\Sigma_1 = \lambda_1 \beta_i \phi_{1i} \phi_{1i}^T$$

(13)

Let KISS project $\Sigma_i^{-1} - \Sigma_o^{-1}$ onto the cone of the positive a semi-definite matrix $M$, so we have

$$\delta(x_i) = x_i^T M x_i$$

(14)

where $M$ is the KISS metric matrix.

C. Adaptive MCE-KISS Metric Learning

Although MCE-KISS has largely improved the accuracy of person reidentification, there is problem dealing with number of small eigen values. In MCE-KISS the average number of small eigen values are set as a constant. It is not god for a large number of samples. So, instead of value $k$ in (10), we use maximum likelihood function to find value of $k$.

$$L = \log(\Sigma_i^{-1}) - \log(\Sigma_o)$$

(15)

$$K = \max(L)$$

(16)

Algorithm 1 : Adaptive Minimum Classification Error-KISS

Step 1 : The initial $\Sigma_i^{-1}$ and $\Sigma_o^{-1}$ are calculated.
Step 2 : Find the value of number of small eigen values using maximum likelihood function.
Step 3 : Smooth technique : To find the estimation errors of small eigenvalues of $\Sigma_0^{-1}$ and $\Sigma_1^{-1}$.
Step 3 : MCE technique : to optimize the parameters of $\Sigma_i^{-1}$ and $\Sigma_o^{-1}$.
Step 4 : The distance metric is calculated by using (6).

IV. EXPERIMENTAL RESULT

In this section, we used a challenging dataset VIPeR [15] to demonstrate the effectiveness of the proposed Adaptive MCE-KISS method. All images from the dataset taken with a size of $128 \times 48$. In general, it leads to shape distortion, which has limited effect on human visual systems. For each image, we concatenated the extracted LBP descriptor [16] and RGB and HSV color histograms [17] to form the VIPeR feature vector.

In our experiments, all samples of $pts$ subjects are selected to form the test set and the remaining $ptr$ was used for training. During training, we used intraperson image pairs as similar pairs, and generated interperson image pairs (by randomly selecting two images from different subjects) as dissimilar pairs. The image pairs are used to estimate $\Sigma_0$ and $\Sigma_1^{-1}$ according to Algorithm 1. During testing, the test set were divided into two parts, i.e., a gallery set and a probe set. We randomly chose one sample of each subject to comprise the gallery set. The rest were used for the probe set. Person reidentification aims to identify a person’s photo in the probe set by comparing it with images of several individuals stored in the gallery set. By using the average cumulative match characteristic (CMC) curves, we evaluated the performance of the proposed algorithm. Because the complexity of the reidentification problem, the top $n$-ranked matching rate was considered ($n$ is a small value).

A. VIPeR Dataset

The VIPeR dataset was collected by Gray et al. [18] and contains 1264 outdoor images obtained from two views of 632 subjects. Intraperson image pairs may contain a viewpoint change of 90°. Other variations are also considered, such as lighting conditions, shooting locations, and image quality. We set $pts = 316$ to evaluate the matching performance of different algorithms. We repeated the process 10 times, and the average CMC curves were drawn and is shown in fig 2.
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B. Feature Descriptors
It is known that both texture features and color histograms are useful for person reidentification. In our experiments, each image was partitioned into a regular grid with 8 pixel spacing in the horizontal direction, and 4 pixel spacing in the vertical direction. From the grid, the LBP descriptor, HSV histogram, and RGB histogram were extracted from overlapping blocks of size 8 × 8. The HSV and RGB histograms encoded the different color distribution information in the HSV and RGB color spaces, respectively. The texture distribution information was modeled effectively by LBP descriptor. All the feature descriptors were concatenated together. Fig. 1 shows the process of feature extraction. We conducted PCA to obtain a 40-dimensional representation, to suppress the Gaussian noise.

Fig. 1. Process of feature extraction used in this paper. First, each image was partitioned into a regular grid with 8 pixel spacing in the horizontal direction and 4 pixel spacing in the vertical direction. Second, from the grid, the LBP descriptor, HSV histogram, and RGB histogram were extracted from overlapping blocks of size 8 × 8. Third, all the feature descriptors were concatenated together. Fig. 1 shows the process of feature extraction. We conducted PCA to obtain a 40-dimensional representation, to suppress the Gaussian noise.

C. Experiment Results
Fig. 2 shows the comparison of our proposed ADAPTIVE MCE-KISS metric learning with KISS and MCE-KISS on the VIPeR dataset. In each subfigure, the x-coordinate is the rank score, and the y-coordinate is the matching rate. Only the top 300 ranking positions are shown in the figure. Table 2 shows the comparison of average training time of different metric learning with proposed method. Table 2 reports the performance of all the algorithms within the scope of the first 300 ranks.

Table 1: Comparison of average training time of existing systems with proposed one.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Training Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>KISS</td>
<td>0.344582 S</td>
</tr>
<tr>
<td>MCE-KISS</td>
<td>5.181491 S</td>
</tr>
<tr>
<td>ADAPTIVE MCE-KISS</td>
<td>5.386925 S</td>
</tr>
</tbody>
</table>

Table 2: Person reidentification top ranked matching rate on the viper dataset

<table>
<thead>
<tr>
<th>Rank</th>
<th>KISS</th>
<th>MCE-KISS</th>
<th>ADAPTIVE MCE-KISS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.2</td>
<td>0.56</td>
<td>0.35</td>
</tr>
<tr>
<td>100</td>
<td>0.52</td>
<td>0.68</td>
<td>0.59</td>
</tr>
<tr>
<td>200</td>
<td>0.65</td>
<td>0.90</td>
<td>0.69</td>
</tr>
<tr>
<td>300</td>
<td>0.90</td>
<td>0.90</td>
<td>0.92</td>
</tr>
</tbody>
</table>

V. Conclusion
Distance metric is very important for the video surveillance applications related to person re-identification. Thus, it is very important to find a proper distance metric learning algorithm to boost the performance of person re-identification. There are many distance metric learning algorithms have been developed, such as information theoretic metric learning (ITML) metric learning for large margin nearest neighbor (LMNN), k-nearest neighbour algorithm, but they are not suitable for person re-identification. So, developed KISS metric learning for person re-identification. To obtain robust estimations in small sample size, introduce a new learning algorithm MCE-KISS, in which the number of small eigen values of the covariance metric is a constant, so introduce a new concept Adaptive MCE-KISS which introduces maximul likelihood function. Therefore, MCE-KISS significantly improves KISS for person reidentification.
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