An Efficient Depth Segmentation Based Conversion of 2d Images to 3d Images

Geethu S S, Sreeletha S H

Abstract— In the 3D consumer electronics world have a wide increase in demands of more and more 3D technology, so this has led to the conversion of many existing two-dimensional images to three-dimensional images. The depth is an important factor in the conversion process. Determining the depth for a single image is very difficult. There are many techniques widely used for the depth estimation process. In this paper we propose an automatic depth estimation technique. Firstly, we partition the image using graph cut segmentation method. The main goal of segmentation is to simplify or change the representation of an image into something that is more meaningful and easier to analyze. Then we construct a higher order statistics map. The HOS is mainly used for solving detection and classification problems. We can estimate depth map from HOS mean. Finally, creating left view image and right view image and combined with depth map to generate an enhanced stereoscopic image.

Index Terms—2D to 3D, Segmentation, Graph cut, HOS, Filtering, Stereoscopic image.

I. INTRODUCTION

The 3D image has application in several fields, such as design, entertainment, manufacturing, defense, security, construction, medical, medicine and visual aid. The stereoscopic images are also called 3-dimensional images. It provides more information than 2-dimensional images. The stereoscopic images evolved early in 1860s with a nature scene taken at Boston using side by side. Stereoscopic photographs were painted by Jacob spoel, before 1868. In 1980 A. Fuhrmann developed a multi-station viewing apparatus with sets of stereo slides. French physicist Louis Ducos du hauron invented the red and blue 3D glasses used to transform 3D images in magazines, newspapers etc [1].

The conventional 2D content does not provide the depth information which is required for the 3D displays. The most important and difficult problem in 2D to 3D conversion is how to generate or estimate depth information using a single image. Several method methods have been proposed to estimate depth from a single image. A typical 2D to 3D conversion process mainly consists of two steps. Depth estimation from a 2D image and depth based stereoscopic generation. Depth map indicate distance. The high intensity indicates closer distance, while a low intensity indicates a far distance from camera. There are mainly two methods for determining the depth. One is Automatic and another is Semi-automatic. In automatic method a computer algorithm perform whole estimation process. In Semi-automatic method a skilled operator assign depth to various part of an image.

This paper proposes an automatic technique to estimate depth information from a single view image. The paper is organized as follows. Filtering is used to remove the blocky artifacts from the images and also remove the noise. Image segmentation is the process of partitioning digital image into multiple segments. The main goal of segmentation is to simplify or change the representation of an image into something that is more meaningful and easier to analyze. Image segmentation is typically used to locate object boundaries such as lines, curves etc. Higher order statistics (HOS) is an efficient tool to measure the amount of higher frequency components in the regions. The focused regions have high frequency components. The degree of focused region is increased when the defocused region is far from the viewers. Depth value is assigned depending on the HOS mean. Image smoothening is used to reduce the artifacts and shows good performance. The stereoscopic image generation, create left view and right view image and combined them to produce a visual quality enhanced 3D image.

II. PROPOSED METHOD

Figure shows the overall procedure for the proposed 2D to 3D conversion technique.

A. Image Filtering

Image filtering is used to remove the unwanted things from images. Cross Bilateral Filtering is used.

Cross Bilateral Filtering

A bilateral filter is an edge-preserving and noise smoothing filter. The intensity value at each pixel in an image is replaced by a weighted average of intensity values from nearby pixels. This weight is based on a Gaussian distribution crucially the weights depend not on Euclidean distance but also on the radiometric distances. This preserves sharp edges by systematically looping through each pixel and adjusting weights to the adjacent pixels.

B. Image Segmentation

The process of partitioning the digital image into multiple segments is called image segmentation. The segmentation process is used to simplify or change the representation of an
image into something that is more meaningful and easier to analyze. Image segmentation is typically used to locate objects and boundaries such as lines, curves etc. In this paper the graph cut segmentation is used for image segmentation. does not apply in many cases, which constraints the utilization of this depth cue in 2D to 3D conversion. In many papers described here machine-learning techniques have been used to automatically estimate the depth map from a single monocular image [10][15].

Graph Cut Segmentation

The graph cut can be employed to efficiently solve a wide variety of low-level computer vision problems, such as image smoothing, the correspondence problem and many other computer vision problems that can be formulated in terms of energy minimization. Such energy minimization problems can be reduced to instances of the maximum flow problem in a graph. Under most formulation of such problems in computer vision, the minimum energy solution corresponds to the maximum posteriori estimate of a solution.

**Figure 2: Graph Cut Segmentation**

Although many computer algorithms involve cutting a graph (e.g. normalized cut), the term graph cut is applied specifically to those models which employ a max-flow / min-cut optimization. Binary problems such as a de-noising a binary image can be solved exactly using this approach. In images more precise image segmentation is process of assigning a label to every pixel in an image such that pixel with same label share certain characteristics[14].

**C. Depth Estimation**

Estimating depth from a single view image we use HOS map. Apply masking to segmented image for classifying the regions into foreground and background and allocating depth value for each region. The depth estimation process is discussed in the following subsections [13].

**Figure 3: Depth Estimation Process**

HOS is an efficient tool for measuring the amount of high frequency components in the regions. The focused regions tend to have high frequency components, but the defocused regions have fewer high frequency components[11]. The degree of defocus tends to increase when the defocused region is more apart from the viewers. To measure this change of the strength of blur in the defocused regions, we compute the mean of HOS value for each background region rob, Let HOS(x,y) denote the HOS value at (x,y). The mean of HOS values in R, Mean, can be obtained.

\[
\text{Mean} = \frac{\sum_{(x,y)} \text{HOS}(x,y)}{\text{Card}(R)}
\]

Based on the above equation, the region with higher HOS mean value is considered as the less blur strength and can be determined as a closer region to the viewers than other regions. The regions with lower HOS mean can be assigned lower depth values. After determining the HOS mean, we compare these HOS mean values and assign depth_order for each background region, where \( l \) depth_order \( N_{BR} \). depth_order is assigned depending on Mean. The region has higher HOS mean, depth_order is set to \( N_{BR} \), while a region which has the lowest HOS mean is set to one. We also need to define a step size between depth values for assigning depth value to each region in BR as follows.

\[
\text{depth_order} = \frac{255}{N_{BR}}
\]

Where depthi, is allocated depth value for a region in BR.

**D. Image Smoothening**

The discontinuities of depth value between adjacent regions can cause artifacts when the stereoscopic pair is generated. In order to reduce such artifacts, the process to smooth the estimated depth map is needed. Applying asymmetric Gaussian smoothening to the depth map shows good performance over smoothing methods[10].

**E. Stereoscopic Image Generation**

We consider the input image as the center view of stereoscopic pair. We shift each pixel of the input image by the amount of parallax(x,y)/2 to right direction to generate the right-view image. The left view image can be obtained by the same process[12].

**III. RESULT**

The figure shows the whole experimental result of the proposed method.

**Figure 4: (a) 2D Input image (b) Depth map (c) 3D Image.**

**IV. PERFORMANCE EVALUATION**

We have tested the proposed method using the Middlebury stereo dataset 2014. The accuracy of the methods is evaluated using the dataset samples. Different samples were tested. Table 1 shows experimental results obtained from the dataset samples using existing and proposed methods.
A bar graph is plotted using table 1. This graph shows that the accuracy of proposed method is higher than the existing method.

<table>
<thead>
<tr>
<th>METHOD</th>
<th>SAMPLE 1</th>
<th>SAMPLE 2</th>
<th>SAMPLE 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>EXISTING</td>
<td>70%</td>
<td>80%</td>
<td>85%</td>
</tr>
<tr>
<td>PROPOSED</td>
<td>84%</td>
<td>88%</td>
<td>90%</td>
</tr>
</tbody>
</table>

Table 1: Accuracy

V. CONCLUSION

We propose an automatic method to generate a depth map from a single view image. Segment the input image using graph cut method. Then apply filtering to the segmented image. We compute the HOS mean and estimate the depth map. Using the depth map generate left and right view images. Finally the stereoscopic image is generated. This proposed method produce 3D image which is suitable for single image 3D application.
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