Abstract: Clustering is a partition of data into a group of similar or dissimilar data points and each group is a set of data points called clusters. Clustering is an unsupervised learning with no predefined class label for the data points. Clustering is considered an important tool for data mining. Clustering has many applications such as pattern recognition, image processing, market analysis, World Wide Web and many others. Categorical data are groups of categories and each value represents some category. The problem of clustering categorical data is solved by the use of the cluster ensemble approach, but this technique generates a final data partition with imperfect information. The ensemble-information matrix that is the binary cluster association matrix content presents only cluster-data point relations with many entries being left unknown and which decrease the quality of the whole data partition. To avoid the degradation of the final data partition, a new approach of link-based is presented which includes the refined cluster association matrix. It maintains cluster to cluster relation and helps to improve quality of the final data partition result by determining the unknown entries through measuring similarity between clusters in an ensemble. The cluster ensemble combines multiple data partitions from different clustering algorithms into a single clustering solution to improve the robustness, accuracy and quality of the clustering result.
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I. INTRODUCTION

Clustering is a division of data into a group of data points, similar data points are in one group called cluster and dissimilar data points are in another cluster. The Fig.1 shows clustering, in which identify the three clusters into which the dissimilar data points are in another cluster. The Fig.1 shows similar data points are in one group called cluster and subspace algorithm locates clusters in different subspaces of the data set. It is a difficult task to cluster large amount of data to find a suitable partition in an unsupervised learning. Without any prior knowledge trying to maximize the similarity of objects belonging to the same cluster and minimizing the similarity among objects in different clusters. Each algorithm has its own advantages and disadvantages. These algorithms are executed with the specific data set and with the different or the same algorithm with the distinct parameters obtain diverse results. So it is difficult to decide that which algorithm works well. To avoid such confusion of algorithm that which algorithm would be good for available data set and to overcome the limitations of the algorithm there is a new approach of cluster ensemble which efficient result and it also improves the quality of the result. There is a detailed description of Cluster Ensemble method is given as follows: The clustering ensemble has emerged as a prominent method for improving the accuracy of unsupervised learning. It combines multiple

There are some issues with the existing clustering technique are mentioned as follows:

- Current clustering techniques do not refer all the requirements effectively.
- Dealing with a large number of dimensions and large number of data items can be difficult because of time complexity;
- The distance base clustering efficiency mainly depends on the definition of distance.
- Clustering algorithm final clustering results can be deduced in distinct ways.

There are various algorithms are introduced for clustering categorical data these algorithms are available for clustering categorical data but no single algorithm can achieve the best result for all the data sets. Many different clustering algorithms for categorical data are found to solve the problem from a different perspective that is based on the idea of co-occurrences between attributes and pairs defining a cluster and subspace algorithm locates clusters in different subspaces of the data set. It is a difficult task to cluster large amount of data to find a suitable partition in an unsupervised learning. Without any prior knowledge trying to maximize the similarity of objects belonging to the same cluster and minimizing the similarity among objects in different clusters. Each algorithm has its own advantages and disadvantages. These algorithms are executed with the specific data set and with the different or the same algorithm with the distinct parameters obtain diverse results. So it is difficult to decide that which algorithm works well. To avoid such confusion of algorithm that which algorithm would be good for available data set and to overcome the limitations of the algorithm there is a new approach of cluster ensemble which efficient result and it also improves the quality of the result. There is a detailed description of Cluster Ensemble method is given as follows: The clustering ensemble has emerged as a prominent method for improving the accuracy of unsupervised learning. It combines multiple
clustering ensemble approaches to categorical data clustering. The main reason for selecting these three algorithms is mainly work categorical high dimensional dataset. The remainder of this paper is organized as follows. Section 2 presents the related work of the project where the comparisons of different methods are done. Section 3 includes the discussion and future work. Section 4 draws some conclusions.

II. RELATED WORK

In [5], for clustering categorical data, a novel highly effective link-based cluster ensemble approach to categorical data clustering, this improves the conventional matrix by discovering unknown entries through similarity between clusters in an ensemble. An efficient link-based algorithm is proposed for the underlying similarity assessment. The link based similarity method, simply

Review of Clustering Algorithm for Categorical Data

The description of the first step in clustering ensemble methods is generation; in this step the set of clustering that will be combined is generated. In a particular problem, it is important to apply an appropriate generation process, because the final result will be conditioned by the initial clustering obtained in this step. There are various clustering ensemble methods, all the partitions should be obtained by applying the algorithm with different initializations for the number of clusters. In a general, in the generation step there are no constraints about how the partitions must be obtained. Therefore, in the generation process different clustering algorithms or the same algorithm with different parameter initialization can be applied. Even different object representations, different subsets of objects or projections of the objects on different subspaces could be used. In the generation step the weak clustering algorithms are also used. These algorithms make up a set of clustering using very simple and fast procedures. The weak clustering algorithms are capable of producing high quality consensus clustering in conjunction with a proper consensus function. There are several ensemble generation methods are available as follows:

Direct ensemble [1], in which considering each value as a cluster in an ensemble. Categorical data can be directly transformed to cluster ensemble without applying any base clustering.

Homogeneous ensembles, in which base clusters are created using recursive runs for the single clustering algorithm such as k-means clustering algorithm.

Full space ensemble, in this methods base clustering are created from the data set. To select the number of clusters in each base clustering there are two methods that are used:

• Fixed k, in which numbers of clusters are fixed for each cluster ensemble.

• Random-k, in which randomly selecting the number of clusters for each cluster ensemble.

Data Subspace[2], it also creates a base cluster to generate a cluster ensemble from the different subset of the dataset. Heterogeneous ensembles, in which also base clusters are used to generate cluster ensembles by using different numbers of clustering algorithm. The next step is the consensus function is an important step in any clustering ensemble algorithm. To obtain the cluster ensemble at various forms of the consensus function has been used and obtains the final clustering result.

The consensus function makes use of the specific information matrix such as binary cluster association matrix (BM) in which the unknown data point belonging referred as 0 and known data point belonging referred as 1. There are various consensus methods are available such as, Feature based method [3], in which each base cluster gives a cluster label depict as a new data point and make use of it in the final clustering result. Direct method, it depends on the basis of relabeling of ensemble member and searching for the new data partition that has the best match with the all other ensemble members.

Pairwise similarity [4], in which it creates matrix, containing the pairwise similarity. Graph based method , it uses the graph representation to get the cluster ensemble, in which the graph partitioned in to number of equal sized partitions to obtain final clustering results and graph corresponds to the similarity between data points is created from a pairwise similarity matrix. In this step, there are two approaches for consensus function, the first approach is object concurrence in which the how many times the data point belongs to one cluster of how many times two data points are belong together to the same cluster. Another approach is a median partition in which the finding median partition with respect to the cluster ensemble. These are some causes for why use consensus function:

• For each clustering technique there are possible limitations.

• When there is no knowledge about the number of clusters, it becomes complicated.

• Analysis of the result is complex in some instances.

• An essential problem in cluster analysis is the validation of the clustering results.

• Some algorithms can never invalidate what was done previously.

Which Algorithms are compared? Three distinct algorithms are chosen to explore study and compare them. The algorithms that are chosen are: A Link-Based Cluster Ensemble Approach for Categorical Data Clustering, Top-Down Parameter-Free Clustering of High-Dimensional Categorical Data, ROCK: A Robust Clustering Algorithm for Categorical Attributes. The main reason for selecting these three algorithms is mainly work categorical high dimensional dataset. The remainder of this paper is organized as follows. Section 2 presents the related work of the project where the comparisons of different methods are done. Section 3 includes the discussion and future work. Section 4 draws some conclusions.
measures the similarity among the data points is inappropriate for the large data set. Cluster ensemble approach to categorical data set mainly depends on the matching of similarity of among the neighbouring data points and binary cluster association matrix (BM) [6], which represents the ensemble information. In binary matrix many entries are left being unknown and consider as 0. Due to this quality of the final clustering result not much better it degrades the result. To avoid such problems, a link based clustering ensemble approach is introduced. A link based approach find out the unknown values to improve accuracy of the final clustering result. The following Fig. 3 shows the link-based cluster ensemble approach.

The link based cluster ensemble process:
- Creating a base cluster of dataset to produce cluster ensemble,
- Using link based similarity algorithm and generate refined cluster association matrix,
- Finally generating final data partition clustering result.

Generating Refined Matrix (RM): The Refined cluster association matrix (RM) is an enhanced version of the Binary Matrix (BM) .In BM the unknown values are referred with the zeros (0) and known values referred to the one (1) but due to this association of references left larger unknown values in the clustering and its effects on the final clustering result. But RM is an enhanced version of the BM, it refers the known values as the one (1) and the unknown values are estimated as it measures the similarity between cluster labels which corresponding to a specific cluster of the clustering to which value belongs. Applying consensus function to RM: To obtain the final clustering result, refined cluster association matrix (RM) utilizes a graph based partitioning method.

The consensus function requires the basic original matrix to be initially transformed into a weighted bipartite graph. Given RM representing the relations between N data points and P clusters in an ensemble ,a weighted graph G=(V,W) where V is a set of vertices representing data points as well as clusters and W represents weighted edges. It transforms the original categorical data matrix to an information-preserving numerical variation to which an effective graph partitioning technique can be directly used. The problem of creating the refined matrix that is RM is sorted out by the similarity between categorical clusters, using the Weighted-Triple-Quality (WTQ)[7],[8]similarity algorithm.

The proposed link-based method usually achieves superior clustering results compared to those of the traditional categorical data algorithms and benchmark cluster ensemble techniques. Experimental results on multiple real data sets suggest that the proposed link-based method almost always outperforms both conventional clustering algorithms for categorical data and well known cluster ensemble techniques. The main advantage is, it obtains more accurate, finer and also improves the quality of final data partition clustering result. It's applicable for the large dataset. But its main drawback is time complexity is high.

In [9], Automatic Top-Down Clustering (AT-DC), which is a fully-automatic, parameter-free approach to clustering high-dimensional categorical data. The main idea of the approach is inspired from the top-down approach to decision-tree learning, which recursively partitions the existing data set on the basis of the increases transparency of the subsets with respect to the original data set. The technique supports to iterative procedure which works in a two stages, which attempts to improve the overall quality of the whole data partition. In the first stage, cluster allocations are given. A new cluster is added to the data partition by identifying and splitting a low-grade cluster. In the second stage, the number of clusters is fixed, and an attempt to optimize cluster allocations is done. The advantage of this approach is it can efficiently and quickly search large amounts of high dimensional categorical data. It achieves optimal clustering result and improves overall quality of the final data partition these are advantages of this method.

In [10], a new concept of links to measure the similarity between a pair of data points with categorical attributes. ROCK (RObust Clustering using linKs), algorithm using links and a new concept of neighbours and links to measure the similarity between a pair of data points and it uses links and not distances when merging clusters. ROCK employs the information about links between data points when making decisions on the data points to be merged into a single cluster. The following Fig. 4 shows the general idea of the ROCK algorithm.

III. DISCUSSION AND FUTURE WORK

There is difficulty in the analysis of categorical data is categorized by the fact that there is no inherent similarity
between attribute values of categorical dataset. The clustering of categorical dataset is fully based on the available dataset. To cluster categorical dataset a link based cluster ensemble approach is used, in which initially the base clusters are created of the available dataset as input by applying the algorithm. From these base clusters a cluster ensemble is created. After that a refined cluster association matrix (RM) [1] is generated from the cluster ensemble using a link based similarity algorithm and finally the final data partition clustering result obtained by consensus function of the spectral graph partitioning algorithm. This system involves two major tasks of generating a cluster ensemble and producing final data partition referred as consensus function.

The main objective of cluster ensembles is to combine different clustering decisions in such a way as to achieve accuracy superior to that of any individual clustering. It will generate a finer clustering result than the other ensemble technique and other several similarity algorithms. It also maps cluster to cluster relation which helps to improve final cluster results with fewer entries being left unknown.

To clustering categorical data an efficient link-based cluster ensemble approach is used. It intends to discover and makes use of the relationships between input clustering and it transforms the categorical data matrix to maintain information in the form of refined cluster association matrix (RM). To measure the similarity among clusters of giving ensemble with the help of the refined cluster association matrix (RM). Denoting these clusters as a link of networks and their similarity degrees can be efficiently assessment by link based similarity algorithm. The link-based approach obtains finer clustering results by maintaining cluster to cluster relation than the other several cluster ensemble techniques. The prominent future work includes a new link based similarity algorithm that is Weighted Quad Quality similarity algorithm will be applied to categorical dataset (Mushroom, Soybean, and Congressional Voting). It also provides the cluster to cluster relation which improves the final clustering result and with the less entries being left unknown. Table I presents the advantages and disadvantages of the works in clustering categorical algorithm. Investigate abilities and compare them based on robustness, simplicity and scalability.

### Table I

**Summary of Clustering Categorical Data Algorithm**

<table>
<thead>
<tr>
<th>Title</th>
<th>Method</th>
<th>Computational Complexity</th>
<th>Quality Measures</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Link-Based cluster Ensemble Approach for Categorical Data Clustering</td>
<td>• A link-based cluster ensemble approach, • WTQ (Weighted Triple Quality) similarity algorithm to cluster categorical data</td>
<td>• O(P² +NP)</td>
<td>LCE utilizes three distinct quality measures, • Normalized Mutual Information (NMI), • Classification Accuracy (CA) and • Rand Index (RI)</td>
<td>• It’s applicable for large datasets, • It achieves accuracy &amp; improves quality of clustering results</td>
<td>• Time and space complexity is high</td>
</tr>
<tr>
<td>Top-Down Parameter Free Clustering of High-Dimensional Categorical Data</td>
<td>• A parameter-free, fully automatic approach based on decision-tree learning, • AT-DC (Automatic Top-Down Clustering) to clustering High-Dimensional categorical data</td>
<td>• O(N)</td>
<td>AT-DC utilizes two different quality measures, • Local homogeneity within a cluster and • Global homogeneity of the partition</td>
<td>• It achieves optimal results, • It improves overall quality of whole partitions</td>
<td>• No exact-match of conceptual similarity</td>
</tr>
<tr>
<td>ROCK: A Robust Clustering Algorithm for Categorical Attributes</td>
<td>• Proposes concept of links, • ROCK(Robust Clustering using links) clustering algorithm</td>
<td>• (O(n² log n))</td>
<td>ROCK uses to measure the quality or goodness of the cluster, • Criterion function</td>
<td>• It optimizes criterion function</td>
<td>• Not applicable for large dataset</td>
</tr>
</tbody>
</table>
IV. CONCLUSION

In this paper, review the algorithms for clustering categorical data with distinct approaches is done. The LCE approach measures the similarity among the clusters which are given by the ensemble and creates the refined cluster association matrix. The clusters formed as a link network, and then their similarity measure estimate is taken by link-based approach algorithm i.e. Weighted Triple Quality (WTQ) similarity algorithm. The LCE approach achieves better clustering results than the other several clustering algorithms. The ROCK algorithm is also based on link approach to measure the similarity between a pair of data points. But it cannot be applied for large datasets. The AT-DC is fully automatic parameter free approach for clustering categorical data. It achieves better result for clustering categorical data.
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