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Abstract: Multiplication is one of the supreme operations in many high performance systems such as microprocessor, FIR filters, Digital Signal Processor, Image Processing etc. Since multiplication dominates the execution time of most operations, there is a huge demand in increasing the speed of the multipliers, which has been subject of interest over years. Multiplier based on Vedic Mathematics is one of the fast and low power multiplier. This proposed Karatsuba-Ofman Pipelined Multiplier (KOPM) is designed mainly to optimize speed of the multiplier which is the major requirement in many applications. Karatsuba-Ofman algorithm [3] is employed to optimize the speed. Pipelining will enhance the performance of the multiplier. The multiplier is implemented for the low contrast image enhancement. This multiplier has been synthesized on Spartan3E.
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I. INTRODUCTION

Multipliers are the basic and essential building blocks of many high performance systems. Multiplication is frequently used operation which is currently implemented in many processors. In today’s market there is a huge demand for high speed multipliers, since these are the slowest elements in the systems. The speed of the multiplier decides the speed of the system; hence the speed of the multiplier has to be improved. The performance of the system depends on the multiplier’s speed which is optimized by the proposed multiplier.

Vedic mathematics is the ancient system of mathematics. The word ‘Vedic’ is derived from the word ‘Veda’, which means store-house of all knowledge. Karatsuba Ofman is the fast multiplication algorithm which helps to increase the speed of the multiplier. Pipelining has long been known as efficient technique for optimising the computational time. Significant speed-up in computational time is increased by the application of pipelining. Pipelining comes as a rescue for speeding-up the clock frequency. With the aid of Pipelining and with Karatsuba-Ofman algorithm, will double the speed of the proposed KOPM multiplier. Section II gives a detailed explanation on Karatsuba-Ofman Algorithm. Section III and IV explains the design of blocks of the multiplier. Concept of Pipelining is explained in section V. Application of the multiplier is given in section VI.

II. KARATSUBA-OFRMAN ALGORITHM

Karatsuba-Ofman’s algorithm is one of the fastest methods to multiply long integers. This multiplication algorithm multiplies every digit of a multiplicand by every digit of the multiplier and adds the result to the partial product.

\[ P = A . B = (A_H Z^{n/2} + A_L) . (B_H Z^{n/2} + B_L) = A_H B_L + (A_L B_H + A_H B_L) Z^{n/2} + (A_H B_H) Z^n \]  

It has \(O(n^{\log_23})\) complexity, where \(n\) is the operand size (number of digits). Karatsuba-Ofman algorithm has \(O(n^{1.585})\) complexity and thus it multiplies large numbers faster.

Let \(A\) and \(B\) be two \(n\)-digit numbers in radix \(Z\) where \(n\) is even. Divide these two numbers into two parts and can be written as,

\[ A = A_H Z^{n/2} + A_L \]
\[ B = B_H Z^{n/2} + B_L \]

where \(Z=2\) for binary number system, \(A_L\) and \(A_H\) are the lower digits (first \(n/2\)) and higher digits (last \(n/2\)) of number \(A\) respectively. Similarly \(B_L\) and \(B_H\) are the lower digits (first \(n/2\)) and higher digits (last \(n/2\)) of number \(B\). The product \(P\) can be calculated as,

\[ P = A . B = (A_H Z^{n/2} + A_L) . (B_H Z^{n/2} + B_L) = A_H B_L + (A_L B_H + A_H B_L) Z^{n/2} + (A_H B_H) Z^n \]

Illustration:

Let \(A = 1001\) (9) and \(B = 0010\) (2)

\(A = (10)2 + (01)2\)
\(B = (00)2 + (10)2\)

\[ P = (01)(01) + [(10)(00)] 2^2 + [(01)(00) + (10)(00)] 2^1 = 0010 + 00000000 + [0000 + 0100] 2^1 = 0010 + 00000000 + 010000 = 00010010 \]

Figure - 1 Karatsuba-Ofman Algorithm
Thus product $P$ can be calculated by solving equation (1) with four partial products: $A_L B_L$, $A_L B_H$, $A_H B_L$, and $A_H B_H$. The block diagram of Karatsuba-Ofman Algorithm is shown in figure 1 which requires three adders.

### III. 2X2 MULTIPLIER

2x2 is the elemental building block of this large bit size multiplier. This fundamental block is designed by using the truth table of 2x2 multiplier as shown in table 1, which can be solved using K-map. This generates a set of equations. 2x2 multiplier can be realized using these equations.

**TABLE 1- TRUTH TABLE FOR 2X2**

<table>
<thead>
<tr>
<th>$A_1$</th>
<th>$A_0$</th>
<th>$B_1$</th>
<th>$B_0$</th>
<th>$P_3$</th>
<th>$P_2$</th>
<th>$P_1$</th>
<th>$P_0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

$P_0$, $A_0$ and $B_0$

$P_1 = A_1$ and $B_1$ \[ (not A_0) \text{ or } (not B_0) \] or $A_1$ and $B_0$

\[ (not A_0) \text{ or } (not B_0) \]

$P_2 = A_1$ and $B_1$ \[ (not A_0) \text{ or } (not B_0) \]

$P_3 = A_0$ and $A_1$ and $B_0$ and $B_1$

Using these equations 2X2 multiplier has been designed and implemented.

### IV. 4X4 AND HIGHER ORDER MULTIPLIER

Following the design of 2x2 multiplier, 4X4 and higher order multipliers are designed and implemented using Karatsuba-Ofman Algorithm. Because of the use of Karatsuba-Ofman Algorithm in the proposed KOPM multiplier, the usage of memory is reduced as compared with the memory that is required for the normal multiplier. nxn multiplier is decomposed into smaller order multipliers, i.e., \[(n/2) \times (n/2)\], \[(n/4) \times (n/4)\] and so on up to 4X4.

### V. PIPELINING

Pipelining is the possible approach to speed-up the clock frequency. It is an important technique used in several applications such as digital signal processing (DSP) systems, microprocessors, etc. Accordingly, it results in speed enhancement for the critical path in most systems. Pipelining comes from the idea of water pipe: continue sending water without waiting the water in the pipe to be exit. The beauty of pipelining design is that new data can be processed before the processing of the prior data has finished. Pipelining is very similar to the assembly line in auto industry. The performance of the proposed multiplier is advanced by the implementation of pipelined concept. Figure 3 illustrates the pipelined architecture concept which enhances the performance of the multiplier.
As shown in figure 3, the Pipelined architecture is classified into 5 stages, (1) splitting stage, (2) Adder 1 stage, (3) Adder 2 stage, (4) Adder 3 stage and (5) Alignment stage. At each stage one clock period is considered. Speed of the pipelined multiplier is double the speed of the non-pipelined multiplier.

For each operation in pipelined architecture, one clock period is considered. Pipelined multiplier requires 7 clock pluses, whereas the non-pipelined multiplier requires 9 clock pluses. Since the number of clock pluses required by pipelined multiplier is less by 2 clock pluses as compared with non-pipelined multiplier, the speed of the multiplier is enhanced.

VI. APPLICATION OF KOPM ON LOW CONTRAST IMAGES

The proposed Karatsuba-Ofman Pipelined multiplier has been applied for the enhancement of low contrast images. On a monochrome display with eight bits per pixel, each pixel can have any of 256 different grey scale intensities, ranging from 0 (black) to 255 (white).

As shown in figure 3, the Pipelined architecture is classified into 5 stages, (1) splitting stage, (2) Adder 1 stage, (3) Adder 2 stage, (4) Adder 3 stage and (5) Alignment stage. At each stage one clock period is considered. Speed of the pipelined multiplier is double the speed of the non-pipelined multiplier.

For each operation in pipelined architecture, one clock period is considered. Pipelined multiplier requires 7 clock pluses, whereas the non-pipelined multiplier requires 9 clock pluses. Since the number of clock pluses required by pipelined multiplier is less by 2 clock pluses as compared with non-pipelined multiplier, the speed of the multiplier is enhanced.

VI. APPLICATION OF KOPM ON LOW CONTRAST IMAGES

The proposed Karatsuba-Ofman Pipelined multiplier has been applied for the enhancement of low contrast images. On a monochrome display with eight bits per pixel, each pixel can have any of 256 different grey scale intensities, ranging from 0 (black) to 255 (white).

Figure – 4 Low contrast image

Consider the low contrast image shown above in figure – 4. In order to simulate real image data in VHDL it is important to create a method of transferring image to a matrix form. MATLAB is used to do this functionality which is quite efficient in manipulating matrix data. Then the matrix is multiplied with a fixed threshold value by using the proposed Karatsuba Ofman Pipelined multiplier. The obtained matrix is again converted back to image with the help of MATLAB. The enhanced image is shown in fig.-5.

Figure – 5 Enhanced image

VII. CONCLUSION & RESULTS

Table II gives a comparison of clock frequency between pipelined and non-pipelined multiplier. The proposed multiplier has been implemented up to 32x32 stage and the speed is advanced at each stage which shown in table II.
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Table – II Comparison Between Pipelined And

<table>
<thead>
<tr>
<th>Blocks</th>
<th>Non-Pipelined</th>
<th>Pipelined</th>
</tr>
</thead>
<tbody>
<tr>
<td>4x4</td>
<td>170.366</td>
<td>320.682</td>
</tr>
<tr>
<td>8x8</td>
<td>104.404</td>
<td>237.662</td>
</tr>
<tr>
<td>16x16</td>
<td>78.90</td>
<td>169.166</td>
</tr>
<tr>
<td>32x32</td>
<td>57.521</td>
<td>135.352</td>
</tr>
</tbody>
</table>

Non-Pipelined Multiplier

Non-Pipelined Multiplier

Table II gives a comparison of clock frequency between pipelined and non-pipelined multiplier. The proposed multiplier has been implemented up to 32x32 stage and the speed is advanced at each stage which shown in table II.


