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Abstract: K-means algorithm is a popular, unsupervised and iterative clustering algorithm well known for its efficiency in clustering large datasets. It is used in a variety of scientific applications such as knowledge discovery, data mining, data compression, medical imaging and vector quantization. This paper aims at studying the standard k-means clustering algorithm, analyzing its shortcomings and its comparison with an improved k-means algorithm. Experimental results show that the improved method can effectively increase the speed of clustering and accuracy, reducing the computational complexity of the k-means.
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I. INTRODUCTION

The data mining functionalities include clustering analysis, characterization and discrimination, the mining of frequent patterns, associations and correlations, outlier analysis and classification and regression etc. Clustering is a preprocessing step in all data mining algorithms in which the data objects are classified into several subclasses such that it contains high intra-class similarity and low inter-class similarity. K-means algorithm is a centroid-based clustering technique in which the clusters are represented by a central vector which may not necessarily be a member of dataset. It’s a very simple and fast algorithm that follows an unsupervised, non-deterministic and iterative approach towards clustering. This method is proved to be very effective and can generate good clustering results in the process of data mining. However, the performance of the standard k-means algorithm can be enhanced further by considering several factors that plays a crucial role in deciding its functionality.

K-Means algorithm is implemented in two different phases. In first phase k centers are selected randomly, and the second phase consists of finding the nearest center for each data object which is done by calculating Euclidean distance. The first step is completed when all the data objects are included in some clusters. The average value of each cluster is then recalculated which is now considered as the new centroid of corresponding clusters. This iterative process continues repeatedly until the objective function is minimized. It is observed that in each iteration, calculations have to be performed to find the distance from the data object to every cluster center before the algorithm converges to global minima. It is observed that k means algorithm unnecessarily calculates the distance between each data object to all the other cluster centers, consuming a long execution time and therefore affecting the efficiency of algorithm.

It is observed that if such insignificant calculations are removed using an appropriate strategy; the complexity of this algorithm will be decreased that may result in increasing its use in various applications. This paper includes four parts: The second part details the k-means algorithm and shows the shortcomings of the standard k-means algorithm. The third part presents the improved k-means clustering algorithm, the last part of this paper describes the experimental results and conclusions through experimenting using MATLAB.

II. STANDARD K-MEANS ALGORITHM

The process classifies raw data based on the attributes/features into K number of group. K is positive integer number. The grouping is done by minimizing the sum of squares of distances between data and the corresponding cluster centroid. Conceptually, the centroid of a cluster is its center point. According to Jiawaei (2006) [1], the centroid in K mean algorithm can be defined by the mean of the objects assigned to the cluster. Suppose a data set, D, contains n objects. Partitioning methods distribute the objects in D into k clusters C1, …., Ck, that is Ci ∩ Cj = φ for (1≤i, j≤k). An objective function is used to assess the partitioning quality so that objects within a cluster are similar to one another but dissimilar to objects in other clusters. This is the objective function aims for high intra-cluster similarity and low inter-cluster similarity. The quality of cluster can be measured by the within cluster variation, which is sum of squared error between all objects in Ci and the centroid ci defined as

\[ E = \sum \sum \text{dist}(p, c_i)^2 \]

Where E is the sum of the squared error for all objects in the data set; p is the point in space representing a given object; and ci is the centroid of cluster C_i. In other words, for each object in each cluster, the distance from the object to its cluster center is squared, and the distances are summed. This objective function tries to make the resulting k clusters as compact and as separate as possible.

Algorithm:
The k-means algorithm for partitioning, where each cluster’s center is represented by the mean value of the objects in the cluster:-

Input:
• k: the number of clusters,
• D: a dataset containing n objects.

Output:
• A set of k clusters.

Method:
1. Arbitrarily choose k objects from D as the initial cluster centers;
2. Repeat
3. (re)assign each object to the cluster to which the object is the most similar, based on the mean value of the objects in the cluster;
4. Update the cluster means, that is, calculate the mean value of the objects for each cluster;
5. Until no change
The standard k-means clustering algorithm always converges to local minimum. Before the k-means algorithm converges, calculations of distance and cluster centers are done while loops are executed a number of times, where the positive integer $t$ is known as the number of k-means iterations. The distribution of data points has a relationship with the new clustering center, so the computational time complexity of the k-means algorithm is $O(nkt)$. $n$ is the number of all data objects, $k$ is the number of clusters, $t$ is the number of the iterations of algorithm.

III. THE SHORTCOMINGS OF STANDARD K-MEANS ALGORITHM

The first shortcoming of the standard k-means algorithm is the method used for selection of initial centroids [4]. In the technique, the initial centroids are chosen randomly and hence different clusters are obtained for different runs for the same input data. Moreover, the computation will run the chance of converging to a local minimum rather than the global minimum solution if the initial centers are not chosen carefully.

The second shortcoming involved the process of distance calculations. The algorithm has to calculate the distance from each data object to every cluster center in each iteration. However, by experiments we find that it is not necessary for us to calculate that distance each time. Assuming that cluster C formed after the first $j$ iterations, the data object $x$ is assigned to cluster C, but in a few iterations, the data object $x$ is still assigned to the cluster C. In this process, after several iterations, we calculate the distance from data object $x$ to each cluster center and find that the distance to the cluster C is the smallest. So in the course of several iterations, k-means algorithm is to calculate the distance between data object $x$ to the other cluster center, which takes up a long execution time thus affecting the efficiency of clustering.

This shortcoming of k-means is being improved by Shi Na et al. [14] in their proposed method. The author has created two simple data structures which are used to retain the labels of cluster and the distance of all the data objects to the nearest cluster during the each iteration. The data stored can be used in next iteration and the distance between the current data object and the new cluster center is then calculated. If the distance computed is less than or equal to the distance to the old center, the data object remains in it is cluster that was assigned to in previous iteration. Therefore, there is no need to calculate the distance from this data object to the other k-1 clustering centers, which saves the calculative time to rest of the k-1 cluster centers. Else, the distance from the current data object to all k cluster centers needs to be calculated, nearest cluster center is discovered and this point is assigned to the nearest cluster center. The label of nearest cluster center and the distance to its center are recorded separately. Due to lesser number of distance calculation, the time complexity is reduced that ultimately enhances the efficiency of k-means.

IV. PREVIOUS RESEARCH WORK


V. IMPROVED K-MEANS CLUSTERING ALGORITHM

The process of the improved K-means Algorithm [14] is described as follows:

**Input:**
The number of desired clusters $k$, and a database $D=\{d_1,d_2,\ldots,d_n\}$ containing $n$ data objects.

**Output:**
A set of $k$ clusters.

**Steps:**
1) Randomly select $k$ objects from dataset $D$ as initial cluster centers.
2) Calculate the distance between each data object $d_i$ (1 <= $i$ <= n ) and all $k$ cluster centers $c_j$ (1 <= $j$ <= $k$) as Euclidean distance $d(d_i,c_j)$ and assign data object $d_i$ to the nearest cluster.
3) For each data object $d_i$, find the closest center $c_j$ and assign $d_i$ to cluster center $c_j$.
4) Store the label of cluster center in which data object $d_i$ is and the distance of data object $d_i$ to the nearest cluster and store them in array Cluster[] and the Dist[] separately.
5) Set Cluster[i]=j, j is the label of nearest cluster. Set Dist[i]=d(di, cj), d(di, cj) is the nearest Euclidean distance to the closest center.
6) For each cluster $j$ (1 <= $j$ <= $k$), recalculate the cluster center;
7) Repeat
8) For each data object $d_i$ Compute it’s distance to the center of the present nearest cluster:

a) If this distance is less than or equal to Dist[i], the data
b) Else
For every cluster center $c_j$ (1 <= $j$ <= $k$), compute the distance $d(di, cj)$ of each data object to all the center, assign the data object $d_i$ to the nearest center $c_j$. Set Cluster[i]=j; Set Dist[i]=d(di, cj);
8) For each cluster center $j$ (1 <= $j$ <= $k$), recalculate the centers;
9) Until the convergence criteria is met.
10) Output the clustering results;

The time complexity of the improved k-means algorithm is O(nk). Here some data points remain in the original clusters, while the others move to another cluster. If the data point retains in the original cluster, this needs O(1), else O(k). With the convergence of clustering algorithm, the number of data points moved from their cluster will reduce. If half of the data points move from their cluster, the time complexity is O(nk/2). Hence the total time complexity is O(nk). While the standard k-means clustering algorithm require O(nkt).

VI. EXPERIMENTAL RESULTS

The author of this paper selects random datasets to test the efficiency of the improved k-means algorithm and the standard k-means. Two simulated experiments have been carried out to demonstrate the comparison between two algorithms. The same data set of 50 points is given as input to the standard k-means algorithm as well as to the improved algorithm for different values of K. Experiments compare improved k-means algorithm with the standard k-means algorithm in terms of the total execution time of clusters and number of iterations performed. Experimental operating system is Window 7, Programming Platform is MATLAB Version 7.9.0.529 (R2009b). The results proved that the execution time and number of iterations are reduced in Improved K-means as compared to Standard K-Means Algorithm. Author has prepared the following Table & Graph showing the experimental results using different values of K (Number of clusters).

<table>
<thead>
<tr>
<th>Value of K</th>
<th>Number of Iterations in Standard K-means</th>
<th>Number of Iterations in Improved K-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>5</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>5</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>6</td>
<td>8</td>
<td>4</td>
</tr>
</tbody>
</table>

Fig. 1 (a) Comparison on the basis of Number of Iterations Performed for different values of K

<table>
<thead>
<tr>
<th>Value of K</th>
<th>Execution Time (seconds) for different values of K</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Standard K-means</td>
</tr>
<tr>
<td>4</td>
<td>Improved K-means</td>
</tr>
<tr>
<td>5</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1(b) Comparison on the basis of Execution Time (seconds) for different values of K

VII. CONCLUSION

K-means is one of the most popular and an effective method to cluster large datasets which is used in number of scientific and commercial applications. However, this method has several loopholes such as getting trapped in local minima and large number of distance calculations that ultimately leads to high time complexity. Various improvements have been carried out on the standard k-means algorithm by different researchers considering different shortcomings. The author of this paper performed a comparative study of k-means with its one of the improved algorithms using experimental approach. The results show a significant difference in the performance of two algorithms. The execution time as well as number of iterations is reduced resulting into increase of its use in various applications. The author assumed that the present research paper will definitely contribute a lot in the field of Data Mining.
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