Edge Adaptive Steganography Using DWT


Abstract—The least-significant-bit (LSB)-based approach is a popular type of Steganography algorithms in the spatial domain. The least-significant-bit (LSB)-based approach is a popular type of steganographic algorithms in the spatial domain. However, we find that in most existing approaches, the choice of embedding positions within a cover image mainly depends on a pseudorandom number generator without considering the relationship between the image content itself and the size of the secret message. Thus the smooth/flat regions in the cover images will inevitably be contaminated after data hiding even at a low embedding rate, and this will lead to poor visual quality and low security based on our analysis and extensive experiments, especially for those images with many smooth regions. In this paper, we expand the LSB matching revisited image steganography and propose an edge adaptive scheme which can select the embedding regions according to the size of secret message and the difference between two consecutive pixels in the cover image. For lower embedding rates, only sharper edge regions are used while keeping the other smoother regions as they are. When the embedding rate increases, more edge regions can be released adaptively for data hiding by adjusting just a few parameters. The experimental results evaluated on 6000 natural images with three specific and four universal steganalysis algorithms show that the new scheme can enhance the security significantly compared with typical LSB-based approaches as well as their edge adaptive ones, such as pixel-value-differencing-based approaches, while preserving higher visual quality of stego images at the same time.

Index Terms- LSB, DWT, Secret Message, Pixel.

I. INTRODUCTION

The Least Significant Bit (LSB) substitution is an example of spatial domain techniques. The basic idea in LSB is the direct replacement of LSBs of noisy or unused bits of the cover image with the secret message bits. Till now LSB is the most preferred technique used for data hiding because it is simple to implement offers high hiding capacity, and provides a very easy way to control stego-image quality but it has low robustness to modifications made to the stego-image such as low pass filtering and compression and also low imperceptibility[1].

The other type of hiding method is the transform domain techniques which appeared to overcome the robustness and imperceptibility problems found in the LSB substitution techniques.

There are many transforms that can be used in data hiding, the most widely used transforms are; the discrete cosine transform (DCT) which is used in the common image compression format JPEG and MPEG, the discrete wavelet transform (DWT) and the discrete Fourier transform (DFT)[3]. Unfortunately, replacing the redundant information with structured message data often results in the stego-object being an augmented version of the cover “marked” by the hidden data – and this makes it easy to suspect the presence of steganography. Most of these marks can be attributed to the hiding algorithm’s lack of concern for the cover’s content. If the cover’s original content were taken into account then the message could be concealed in areas of the cover where it would be less likely to leave marks. Previous attempts at achieving this goal have required the user to provide the original cover as well as the stego-object. The best areas to hide are first identified in the original cover, then these areas are mapped across to the stego-object and the hidden information is retrieved. The original cover must be provided because the information overwritten in the message hiding process may have been used to identify the best hiding areas. However, to provide the original object is not secure, because taking the differences between the two objects would be enough to suspect the existence of (and in some cases, recover) the hidden information.

II. METHODOLOGY

1. Selection of image

We will select the grayscale image of any size (more than or equal to 256×256) for hiding any secret message in it. If we are going to use any color image then after hiding the secret message into it then the quality of RGB can be decreases as compared to grayscale image. Grayscale PNG format image is more preferable for hiding the message into the edges of the image. Also we can convert the multi color image into grayscale image for hiding the message.

2. Image Compression

Digital Image compression addresses the problem of reducing the amount of data required to represent a digital image. The underlying basis of the reduction process is removal of redundant data. From the mathematical viewpoint, this amounts to transforming a 2D pixel array into a statically uncorrelated data set. The data redundancy is not an abstract concept but a mathematically quantifiable entity. If n1 and n2 denote the number of information-carrying units in two data sets that represent the same information, the relative data redundancy $R_D$ [2] of the first data set (the one characterized by n1) can be defined as,

$$R_D = 1 - \frac{1}{C_R}$$
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Where $C_R$ called as compression ratio [2]. It is defined as

$$C_R = \frac{n_1}{n_2}$$

In image compression, three basic data redundancies can be identified and exploited: Coding redundancy, interpixel redundancy, and psychovisual redundancy. Image compression is achieved when one or more of these redundancies are reduced or eliminated.

The image compression is mainly used for image transmission and storage. Image transmission applications are in broadcast television, remote sensing via satellite, aircraft, radar, or sonar, teleconferencing, computer communications & facsimile transmission. Image storage is required most commonly for educational and business documents, medical images that arise in computer tomography (CT), magnetic resonance imaging (MRI) and digital radiology, motion pictures, satellite images, weather maps, geological surveys, and so on.

III. WAVELET DECOMPOSITION OF IMAGES

In wavelet decomposing of an image, the decomposition is done row by row and then column by column. For instance, here is the procedure for an N x M image. You filter each row and then down-sample to obtain two N x (M/2) images. Then filter each column and subsample the filter output to obtain four (N/2) x (M/2) images.

![Fig.3.1 One level 2-D Decomposition](image)

The four subimages obtained as seen in Figure 3.1, the one obtained by low-pass filtering the rows and columns is referred to as the LL image. The one obtained by low-pass filtering the rows and high-pass filtering the columns is referred to as the LH image. The one obtained by high-pass filtering the rows and low-pass filtering the columns is called the HL image. The subimage obtained by high-pass filtering the rows and columns is referred to as the HH image. Each of the subimages obtained in this fashion can then be filtered and subsampled to obtain four more subimages. This process can be continued until the desired subband structure is obtained [9].

IV. DISCRETE WAVELET TRANSFORM

The discrete wavelet transform (DWT) was developed to apply the wavelet transform to the digital world. Filter banks are used to approximate the behavior of the continuous wavelet transform. The signal is decomposed with a high-pass filter and a low-pass filter. The coefficients of these filters are computed using mathematical analysis and made available to us [2].

V. LIFTING SCHEME

The wavelet transform of image is implemented using the lifting scheme. The lifting operation consists of three steps. First, the input signal $x[n]$ is down sampled into the even position signal $x_e(n)$ and the odd position signal $x_o(n)$, then modifying these values using alternating prediction and updating steps.

$$x_e(n) = x[2n] \quad \text{and} \quad x_o(n) = x[2n+1]$$

A prediction step consists of predicting each odd sample as a linear combination of the even samples and subtracting it from the odd sample to form the prediction error. An update step consists of updating the even samples by adding them to a linear combination of the prediction error to form the updated sequence. The prediction and update may be evaluated in several steps until the forward transform is completed. The block diagram of forward lifting and inverse lifting is shown in figure 5.1.

![Image](image)

(a) Forward Transform

(b) Inverse Transform

The inverse transform is similar to forward. It is based on the three operations undo update, undo prediction, and merge. The simple lifting technique using Haar wavelet is explained in next section.

VI. LIFTING USING HAAR

The lifting scheme is a useful way of looking at discrete wavelet transform. It is easy to understand, since it performs all operations in the time domain, rather than in the frequency domain, and has other advantages as well. This section illustrates the lifting approach using the Haar Transform [6].

The Haar transform is based on the calculations of the averages (approximation co-efficient) and differences (detail co-efficient). Given two adjacent pixels $a$ and $b$, the principle is to calculate the average $s = \frac{(a+b)}{2}$ and the difference $d = a - b$. If $a$ and $b$ are similar, $s$ will be similar to both and $d$ will be small, i.e., require few bits to represent. This transform is reversible, since $a = s + \frac{d}{2}$ and $b = s - \frac{d}{2}$ and it can be written using matrix notation as

$$\begin{bmatrix}
  a \\
  b
\end{bmatrix} =
\begin{bmatrix}
  1 & 1 \\
  1 & -1
\end{bmatrix}
\begin{bmatrix}
  s \\
  d
\end{bmatrix}$$

The lifting scheme is a useful way of looking at discrete wavelet transform. It is easy to understand, since it performs all operations in the time domain, rather than in the frequency domain, and has other advantages as well. This section illustrates the lifting approach using the Haar Transform [6].

The Haar transform is based on the calculations of the averages (approximation co-efficient) and differences (detail co-efficient). Given two adjacent pixels $a$ and $b$, the principle is to calculate the average $s = \frac{(a+b)}{2}$ and the difference $d = a - b$. If $a$ and $b$ are similar, $s$ will be similar to both and $d$ will be small, i.e., require few bits to represent. This transform is reversible, since $a = s + \frac{d}{2}$ and $b = s - \frac{d}{2}$ and it can be written using matrix notation as

$$\begin{bmatrix}
  a \\
  b
\end{bmatrix} =
\begin{bmatrix}
  1 & 1 \\
  1 & -1
\end{bmatrix}
\begin{bmatrix}
  s \\
  d
\end{bmatrix}$$
\[(s,d) = (a,b) \begin{pmatrix} 1/2 & -1 \\ 1/2 & 1 \end{pmatrix} = (a,b)A, \]

\[(a,b) = (s,d) \begin{pmatrix} 1 & 1 \\ -1/2 & 1/2 \end{pmatrix} = (s,d)A^{-1} \]

Consider a row of \(2^n\) pixels values \(S_{n,i}\) for \(0 \leq l < 2^n\). There are \(2^{n-1}\) pairs of pixels \(S_{n,2i}, S_{n,2i+1}\) for \(l = 0, 2, 4, \ldots, 2^{n-2}\). Each pair is transformed into an average \(S_{n-1,j} = (S_{n,2i} + S_{n,2i+1})/2\) and the difference \(d_{n-1,j} = S_{n,2i+1} - S_{n,2i}\). The result is a set \(S_{n-1}\) of \(2^{n-1}\) averages and a set \(d_{n-1}\) of \(2^{n-1}\) differences.

VII. DATA HIDING BY SIMPLE LSB SUBSTITUTION:

In this, the general operations of data hiding by simple LSB substitution method are described [9]. Let \(C\) be the original 8-bit grayscale cover-image of \(M\times N\) pixels represented as:

\[ C = \{c_{ij} | 0 \leq i < M, 0 \leq j < N_c, \]
\[ x_{ij} \in \{0, 1, \ldots, 255\} \]

\(M\) be the \(n\)-bit secret message represented as:

\[ M = \{m_i | 0 \leq i < n, m_i \in \{0, 1\}\} \]

Suppose that the \(n\)-bit secret message \(M\) is to be embedded into the \(k\)-rightmost LSBs of the cover-image \(C\). Firstly, the secret message \(M\) is rearranged to form a conceptually \(k\)-bit virtual image \(M_v\) represented as:

\[ M_v = \{m'_i | 0 \leq i < n', m'_i \in \{0, 1, \ldots, 2^k - 1\} \] \]

Where \(n' < M_c \times N_c\). The mapping between the \(n\)-bit secret message:

\[ M = \{m_i\} \]

And the embedded message:

\[ M' = \{m'_i\} \]

Can be defined as follows:

\[ m'_i = \sum_{j=0}^{k-1} m_{i \times k+j} \times 2^{k-1-j} \]

Secondly, a subset of \(n\) pixels \(x_{11}, x_{12}, \ldots, x_{ln}\) is chosen from the cover-image \(C\) in a predefined sequence. The embedding process is completed by replacing the \(k\) LSBs of \(x_{il}\) by \(m'_i\). Mathematically, the pixel value \(x_{il}\) of the chosen pixel for storing the \(k\)-bit message \(m'_i\) is modified to form the stego-pixel \(x'_{il}\) as follows:

\[ x'_{il} = x_{il} - m'_i \mod 2^k + m'_i. \]

In the extraction process, given the stego-image \(S\), the embedded messages can be readily extracted without referring to the original cover-image. Using the same sequence as in the embedding process, the set of pixels \(x_{11}', x_{12}', \ldots, x_{ln}'\) storing the secret message bits are selected from the stego-image [5]. The \(k\) LSBs of the selected pixels are extracted and lined up to reconstruct the secret message bits. Mathematically, the embedded message bits \(m'_i\) can be recovered by:

\[ m'_i = x_{il} \mod 2^k. \]

Suppose that all the pixels in the cover-image are used for the embedding of secret message by the simple LSB substitution method. Theoretically, in the worst case, the PSNR of the obtained stego-image can be computed by:

\[ \text{PSNR}_{\text{worst}} = 10 \times \log_{10} \frac{255^2}{\text{WMSE}} = 10 \times \log_{10} \frac{255^2}{(2^k - 1)^2} \text{ dB}. \]

Table 1 tabulates the worst PSNR for some \(k = 1\)–5. It could be seen that the image quality of the stego-image is degraded drastically when \(k > 4\).

VIII. EXPERIMENTAL RESULT

We can use uncompressed color image as input (Fig.1) and after converting it in grayscale image we apply our algorithm on it. Then apply Haar transform on the grayscale image. This type of transform gives four type of frequency bands of image which is approximate, vertical, horizontal and diagonal details coefficients. From these bands we can find out high-high frequency component pixels which show the edge regions of image for hiding the text data in it.

One of the important properties of our steganographic method is that it can first choose the sharper edge regions for data hiding according to the size of the secret message by adjusting a threshold \(T\). When \(T = 0\), all the embedding units within the cover become available. In such a case, our method can achieve the maximum embedding capacity of 100% (100% means 1 bpp on average for all the methods in this paper). It can also be observed that most secret bits are hidden within the edge regions when the embedding rate is low, while keeping those smooth regions such as they are. The subjective quality of our stegos would be improved&based on the human visual system (HVS) characteristics.

Now we will see all the stages according with the results. In that first step is Histogram Modifications. The histogram of an image which shows the intensity of the image (Fig. 2) represents the relative frequency of occurrence of the various gray levels in the image. Modify an image so that its histogram has desired shape. In histogram equalization, the goal is to obtain a uniform histogram for the output image. The input gray level is first transformed nonlinearly and output is uniformly quantized.

![Fig. 1: LENA Image in JPEG-2000 LS](https://example.com/lena_jpeg_2000.png)
The histogram of the image can be adjusted in between 15(min value) and 240(max value) if the image size is taken 512×512(Fig.3& Fig.4). And secret message is going to hide in between these values of histogram. Basically after histogram modifications, we got output image having matrix, if this image matrix will subtract from input image matrix then anyone cannot get easily the hidden secret message bits.

After the DWT we can embed the message into the edges of image(Fig.5). We will get the image which is slightly disturbed due to secret message hiding in the image. The LSB matching techniques can convert the last bit of pixels into message bits. The another method to remove the disturbance of the image is to use the filtering methods. But by using these methods, message bits which are hid into that pixels of the image will be lost. So we can’t use any filtering method to remove the disturbance or noise from that image.

PSNR for Grayscale LENA image is15.954db & the MSE for this image is11555.3. Hence the quality of image can be decreases in some manner(Fig.6). If we increase the size of image pixelwise, then the PSNR of image also increases means MSE decreases and distortions (noise) decreases. The following graph shows the image size, PSNR & MSE.

Basically Integer Wavelet Transform is used for image compression method as explain above.
As a message size of image increases then it does not much affect on the stego image distortion. The following graph (Fig.8) shows the distortions of the image due to increasing message size as pixel size of image keep constant:

![PSNR for 512x512](image)

**Fig.8:** PSNR of image for increasing message size for image size 512x512

Also we can improve the quality of image by using filtering method. But by using any filtering method, the hidden secret message will destroy. Hence we can’t use any filter for these stego image.

IX. CONCLUSION

In this paper we proposed a novel data hiding scheme that hides data into the integer wavelet coefficients of an image. The system combines an adaptive data hiding technique and the optimum pixel adjustment algorithm to increase the hiding capacity of the system compared to other systems. The proposed system embeds secret data in a random order using a secret key only known to both sender and receiver. It is an adaptive system which embeds different number of bits in each wavelet coefficient according to a hiding capacity function in order to maximize the hiding capacity without sacrificing the visual quality of resulting stego image. The proposed system also minimizes the difference between original coefficients values and modified values by using the optimum pixel adjustment algorithm.

The proposed scheme was classified into three cases of hiding capacity according to different applications required by the user. Each case has different visual quality of the stego-image. Any data type can be used as the secret message since our experiments was made on a binary stream of data. There was no error in the recovered message (perfect recovery) at any hiding rate. From the experiments and the obtained results the proposed system proved to achieve high hiding capacity up to 48% of the cover image size with reasonable image quality and high security because of using random insertion of the secret message. On the other hand the system suffers from low robustness against various attacks such as histogram equalization and JPEG compression.

The proposed system can be further developed to increase its robustness by using some sort of error correction code which increases the probability of retrieving the message after attacks, also investigating methods to increase visual quality of the stego-image (PSNR) with the obtained hiding capacity.
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