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Abstract — Similarity is the most important feature of document clustering as the amount of web documents and the need of integrating documents from the huge multiple repositories, one of the challenging issues is to perform clustering of similar documents efficiently. A measure of the similarity between two patterns drawn from the same feature space is essential to most clustering procedures. From huge repositories, similar document identification for clustering is costly both in terms of space and time duration, and specially when finding near documents where documents could be added or deleted. In this paper, we try to find the effectiveness of Simhash based similarity measurement technique for detecting the similar documents which are used to perform clustering of documents using novel based K-means clustering method.
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I. INTRODUCTION

As storage repositories become frequent everywhere it is increasingly difficult to organize and manage growing repository systems. The larger the repository, the more documents will involve which results in increased possibility of similar documents. Identical copies or older versions of documents often become separated and scattered across a repository structure. Consolidating or removing multiple versions of documents becomes desirable. Several studies suggest that approximately 30% of documents in the repositories are similar in their contents. The presence of similar documents may lead to unresolved bug and maintenance related problems by increasing the risk of anomalies. A Simhash fingerprint technique enjoys the property that fingerprints of near-duplicates differ only in a small number of bit positions. A Simhash fingerprint is generated for each object. If the fingerprints of two objects are similar, then they are deemed to be near-duplicates. As for a Simhash fingerprint $f$, Manu et al. developed a technique for identifying whether an existing fingerprint $f'$ differs from $f$ in at most $k$ bits. Their experiments show that for a repository of 8 billion pages, 64-bit SimHash fingerprints and $k = 3$ are reasonable. Another work by Pi et al. confirmed the effect of SimHash and the work by Manku et al: besides, they proposed to do the detection among the results retrieved by a query, i.e. so-called query-based approach. It reduces the problem scale via divide-and-conquer, replacing global search with local search, and it is open to more settings possibly met in application, e.g. smaller $k$ to remove fewer documents under some condition, and bigger $k$ to delete more documents under other condition. In this paper, assumed sets show that SimHash is indeed effective and efficient in detecting both duplicate and near-duplicate (see the two typical examples in TABLE I and II) among assumed documents repository.

Many Web mining applications rely on the ability to accurately and efficiently identify Near-duplicate objects. They include document clustering [Broder et al. 1997], finding replicated Web collections [Cho et al. 2000], detecting plagiarism [Hoad and Zobel 2003], community mining in a social network site [Speratus et al. 2005], collaborative filtering [Bayardo et al. 2007] and discovering large dense graphs [Gibson et al. 2005]. Quantitative techniques to be used for identifying similar documents could be useful for classification purposes as well as for clustering purposes.

Manual checking is possible if the scale of repository is small, e.g. hundreds or thousands of instances. When the amount of instances increases to millions and more, obviously, it becomes impossible for human beings to check them one by one, which is tedious, costly and prone to error. Resorting to computers for such kind of repeatable job is desired, of which the core is an algorithm to measure the difference between any pair of documents, including duplicated and near duplicated ones. Manku et al. [2] showed that Charikar’s Simhash [4] is practically useful identifying near-duplicates in web documents. Simhash is a fingerprint technique enjoying the property that fingerprints of near-duplicates differ only in a small number of bit positions. Simhash is a fingerprint technique enjoying the property that fingerprints of near-duplicates differ only in a small number of bit positions. A Simhash fingerprint is generated for each object. If the fingerprints of two objects are similar, then they are deemed to be near-duplicates. As for a Simhash fingerprint $f$, Manu et al. developed a technique for identifying whether an existing fingerprint $f'$ differs from $f$ in at most $k$ bits. Their experiments show that for a repository of 8 billion pages, 64-bit SimHash fingerprints and $k = 3$ are reasonable. Another work by Pi et al. confirmed the effect of SimHash and the work by Manku et al: besides, they proposed to do the detection among the results retrieved by a query, i.e. so-called query-based approach. It reduces the problem scale via divide-and-conquer, replacing global search with local search, and it is open to more settings possibly met in application, e.g. smaller $k$ to remove fewer documents under some condition, and bigger $k$ to delete more documents under other condition. In this paper, assumed sets show that SimHash is indeed effective and efficient in detecting both duplicate and near-duplicate (see the two typical examples in TABLE I and II) among assumed documents repository.
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Basic K-Means Algorithm
1. Choose k number of clusters to be determined
2. Choose k objects randomly as the initial cluster center
3. Repeat
   3.1. Assign each object to their closest cluster.
   3.2. Compute new clusters, i.e. Calculate mean points.
4. Until
   4.1. No changes on cluster centers (i.e. Centroids do not change location any more) OR
   4.2. No object changes its cluster (We may define stopping criteria as well)

Contributions: This paper presents a novel approach of document clustering based on fingerprinting of Web documents using a hash technique called simhash. A novel clustering scheme (K-means) is used to organize the processed set of documents on which the similarity technique is applied. This approach speeds up the potential clustering scheme and allows maintaining the clusters efficiently. This makes the approach capable of being used as incremental documental clustering tool or by a real-time document search engine. Our experimental analysis shows effectiveness of simhash in document similarity and how it enables to perform document clustering in repositories.

II. PROPOSED WORK

In this paper, K-Means algorithms have been applied to text clustering in a straightforward way. Typically it uses normalized, TF-IDF-weighted vectors and Simhash based similarity. Here, I have illustrated the k-means algorithm using a set of points in n-dimensional vector space for text clustering.

Steps involved in experimental study:

a. Document Representation
   Each document is represented as a vector using the vector space model. The vector space model also called term vector model is an algebraic model for representing text document (or any object, in general) as vectors of identifiers. For example, TF-IDF weight. Here I have defined DocumentVector class whose instance holds the document and its corresponding representation on vector space.
   This is the some of snap-shot of the code:
   ```csharp
   [DocumentVector
   {    //Content represents the document(or any other object) to be clustered
     public string Content { get; set; }   //represents the tf*idf of each document  
     public float[] VectorSpace { get; set; } }  
   }
   
   b. TF-IDF
   TF-IDF stands for term frequency-inverse document frequency, is a numerical statistics which reflects how important a word is to a document in a collection or corpus, it is the most common weighting method used to describe documents in the Vector Space Model, particularly on IR problems.
   The number of times a term occurs in a document is called its term frequency. We can calculate the term frequency for a word as the ratio of number of times the word occurs in the document to

Table 1: Typical (partial) output sets of document numbers that share common fingerprints.

<table>
<thead>
<tr>
<th>Lines of Document</th>
<th>Document Numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 274 35 156 647</td>
<td>1 35 156 647</td>
</tr>
<tr>
<td>3 1 35 156 647</td>
<td></td>
</tr>
<tr>
<td>3 3 213 30 3023 40 4207 44 645 733 542 562</td>
<td>2 23 3021 4203 648 732 76 542 561</td>
</tr>
<tr>
<td>2 23 3021 4203 648 732 76 542 561</td>
<td></td>
</tr>
<tr>
<td>3 213 30 3023 40 4207 44 645 733 542 562</td>
<td>2 23 3021 4203 648 732 76 542 561</td>
</tr>
<tr>
<td>1 3 213 30 3023 40 4207 44 645 733 77 542 562</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Lines of Document numbers that share common fingerprints after sorting.

Clustering is also called data segmentation in some applications because clustering partitions large data sets into groups according to their similarity. Clustering can also be used for outlier detection, where outliers (values that are “far away” from any cluster) may be more interesting than common cases. Applications of outlier detection include the detection of credit card fraud and the monitoring of criminal activities in electronic commerce. For example, exceptional cases in credit card transactions, such as very expensive and frequent purchases, may be of interest as possible fraudulent activity. As a data mining function, cluster analysis can be used as a stand-alone tool to gain insight into the distribution of data, to observe the characteristics of each cluster, and to focus on a particular set of clusters for further analysis. Alternatively, it may serve as a pre-processing step for other algorithms, such as characterization, attribute subset selection, and classification, which would then operate on the detected clusters and the selected attributes or features. Data clustering is under vigorous development. Contributing areas of research include data mining, statistics, machine learning, spatial database technology, biology, and marketing. Owing to the huge amounts of data collected in databases, cluster analysis has recently become a highly active topic in data mining research. As a branch of statistics, cluster analysis has been extensively studied for many years, focusing mainly on distance-based cluster analysis. Cluster analysis tools based on k-means, k-medoids, and several other methods have also been built into many statistical analysis software packages or systems, such as S-Plus, SPSS, and SAS.[13]. In this paper, The k-means clustering algorithm is used because it is efficient in clustering large data sets. This clustering algorithm was developed by MacQueen, and is one of the simplest and the best known unsupervised learning algorithms that solve the well-known clustering problem. The K-Means algorithm aims to partition a set of objects, based on their attributes/features, into k clusters, where k is a predefined or user-defined constant. The main idea is to define k centroids, one for each cluster. The centroid of a cluster is formed in such a way that it is closely related (in terms of similarity function; similarity can be measured by using different methods such as cosine similarity, Euclidean distance, Extended Jaccard, Simhash) to all objects in that cluster.
the total number of words in the document. The inverse document frequency is a measure of whether the term is common or rare across all documents. It is obtained by dividing the total number of documents by the number of documents containing the term, and then taking the logarithm of that quotient.

This is a snapshot of the code:

```c
// Calculates TF-IDF weight for each term t in document d
FindTFIDF(string document, string term)
{
  Use FindTermFrequency(document, term);
  Use FindInverseDocumentFrequency(term);
  return (tf * idf values);
}
```

c. Finding Similarity Measure
I have used Simhash based similarity to identify the similarity measure of a document. The method FindsimhashSimilarity takes two argument vecA and vecB as parameter which are vector representation of document A and B, and returns the similarity score which indicates that document A and B are completely exactly similar and near similar respectively.

This is the some of snap-shot of the code:

```c
FindSimhashSimilarity(float[] vecA, float[] vecB)
{
  //Finding out fingerprints for Document A and B
  // Compare(Fingerprints(A,B))
  return similarity score of documents;
}
```
d. K-Means Algorithm Implementation
To implement K-Means algorithm I have defined a class Centroid in which documents are assigned during the clustering process.

This is the some of snap-shot of the code:

```c
// Here documentcluster class will maintain a list of grouped document by using a global counter
// Cluster center is initialized for the next iteration, here the count variable holds the value of user defined initial cluster center.
//closestcluster method returns the index of closest cluster center for each document, I have used Simhash based similarity measure to identify the closeness of document.
}
```

### III. RELATED WORK
A variety of techniques have been proposed to identify academic plagiarism [11, 12, 13]. Web page duplicates [2,3,8, 14] and duplicate database records [15,16]. However, it is noticed that there are very few works on the discussion of detecting near-duplicates among document repository until recently, including [1, 9]. Gong et al. [1] proposed the SimFinder which employ three techniques, namely, the ad hoc term weighting, the discriminate-term selection and the optimization techniques. It is a fingerprinting-based method as well, but takes some special processing while choosing features and their corresponding weights. Muthmann et al. [9] discussed the near-duplicate detection for Web forums which is another critical resource of user-generated content (UGC) on Internet. It is also built on the basis of fingerprinting technique. Though the theoretical basis may be similar, identification of near-duplicate short messages is believed much more difficult considering that: 1) it usually contains less than 200 characters, and there are few effective features to extract; 2) it tends to be informal and error prone; 3) the degree of duplicated and near duplicated is known as more severe than Web documents. All these can be explained by the fact that short messages are very popular and welcome by mobile users, and they are so short to be distributed easily. Outside the area of Similarity detection, Google is using simhash for finding near duplicate webpages [8]. Gong et al. [7] presents an approach for detecting near-duplicates within a huge repository of short messages. Similarly, SimFinder [18] is a fast algorithm proposed by Pi et al. to identify all near-duplicates in large-scale short text databases.

### IV. CONCLUSION
Detection of similar documents for clustering provides several benefits in terms of cluster maintenance, understanding and its proper reuse. In this paper, a novel K-means clustering scheme is used and improved the time performance of the process by using the order of magnitude for document similarity measure using Simhash based technique, and demonstrated its feasibility for use in performing document clustering on repository. On the other hand, Simhash has significant potential for the fast and large scale similarity detection but comes with increased possibility of its own limitations(multiple hashing).

Although there is no special operation taken to process the features in our system, like those appearing in [1,9]. However, we also notice that there is space there for improvement. For example, in further to study the relationship of text document length, ratio of difference and suitable $k$’s option. Besides, some advanced NLP (Natural Language Processing) techniques may be applied to improve the outcome. In this paper, it covered some of the fundamental schemes of general purpose similarity measure and clustering for document clustering, all finer modeling will be paid with more computing resource for further work.
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