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Abstract: Clustering techniques have been used by many intelligent software agents in order to retrieve, filter and categorize documents available on the World Wide Web. Clustering is also useful in extracting salient features of related web documents to automatically formulate queries and search for other similar documents on the Web. In this paper, we introduce two new clustering algorithms: K-Means Clustering in GeneLinker™ that can effectively cluster documents, even in the presence of a very high dimensional feature space. These clustering techniques, which are based on generalizations of graph partitioning, do not require prespecified hoc distance functions, and are capable of automatically discovering document similarities or associations. We conduct several experiments on real Web data using various feature selection and find out the no of clusters in the data documenting this paper also discuss about the real example. In this example we are find out the no. of clusters.
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I. INTRODUCTION

K-Means clustering generates a specific number of disjoint, flat (non-hierarchical) clusters. It is well suited to generating globular clusters. The K-Means method is numerical, unsupervised, non-deterministic and iterative.

1.1 Definition:

This nonheirarchial method initially takes the number of components of the population equal to the final required number of clusters. In this step itself the final required number of clusters is chosen such that the points are mutually farthest apart. Next, it examines each component in the population and assigns it to one of the clusters depending on the minimum distance. The centroid's position is recalculated everytime a component is added to the cluster and this continues until all the components are grouped into the final required number of clusters.

Example: Let us apply the k-Means clustering algorithm to the same example as in the previous page and obtain four clusters:

<table>
<thead>
<tr>
<th>Food item #</th>
<th>Protein content, P</th>
<th>Fat content, F</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food item #1</td>
<td>1.1</td>
<td>60</td>
</tr>
<tr>
<td>Food item #2</td>
<td>8.2</td>
<td>20</td>
</tr>
<tr>
<td>Food item #3</td>
<td>4.2</td>
<td>35</td>
</tr>
<tr>
<td>Food item #4</td>
<td>1.5</td>
<td>21</td>
</tr>
<tr>
<td>Food item #5</td>
<td>7.6</td>
<td>15</td>
</tr>
<tr>
<td>Food item #6</td>
<td>2.0</td>
<td>55</td>
</tr>
</tbody>
</table>

We see from the graph that the distance between the points 1 and 2, 1 and 3, 1 and 4, 1 and 5, 2 and 3, 2 and 4, 3 and 4 is maximu.

Thus, the four clusters chosen are:

<table>
<thead>
<tr>
<th>Cluster number</th>
<th>Protein content, P</th>
<th>Fat content, F</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1.1</td>
<td>60</td>
</tr>
<tr>
<td>C2</td>
<td>8.2</td>
<td>20</td>
</tr>
<tr>
<td>C3</td>
<td>4.2</td>
<td>35</td>
</tr>
<tr>
<td>C4</td>
<td>1.5</td>
<td>21</td>
</tr>
</tbody>
</table>

Also, we observe that point 1 is close to point 6. So, both can be taken as one cluster. The resulting cluster is called C16 cluster.

The value of P for C16 centroid is (1.1 + 2.0)/2 = 1.55 and F for C16 centroid is (60 + 55)/2 = 57.50.

Upon closer observation, the point 2 can be merged with the C5 cluster. The resulting cluster is called C25 cluster.

The value of P for C25 centroid is (8.2 + 7.6)/2 = 7.9 and F for C25 centroid is (20 + 15)/2 = 17.50.

The point 3 is close to point 7. They can be merged into C37 cluster.

The value of P for C37 centroid is (4.2 + 3.9)/2 = 4.05 and F for C37 centroid is (35 + 39)/2 = 37.

The point 4 is not close to any point. So, it is assigned to cluster number 4 i.e., C4 with the value of P for C4 centroid as 1.5 and F for C4 centroid is 21.

Finally, four clusters with three centroids have been obtained.
K-MEANS CLUSTERING ALGORITHM

2.1 Data Mining with the k-means Algorithm:

k-means clustering is a data mining/machine learning algorithm used to cluster observations into groups of related observations without any prior knowledge of those relationships. The k-means algorithm is one of the simplest clustering techniques and it is commonly used in medical imaging, biometrics and related fields.

2.2 K-Means Algorithm Properties:

- There are always K clusters.
- There is always at least one item in each cluster.
- The clusters are non-hierarchical and they do not overlap.
- Every member of a cluster is closer to its cluster than any other cluster because closeness does not always involve the 'center' of clusters.

2.3 The K-Means Algorithm Process:

- The dataset is partitioned into K clusters and the data points are randomly assigned to the clusters resulting in clusters that have roughly the same number of data points.
- For each data point:
  - Calculate the distance from the data point to each cluster.
  - If the data point is closest to its own cluster, leave it where it is. If the data point is not closest to its own cluster, move it into the closest cluster.
  - Repeat the above step until a complete pass through all the data points results in no data point moving from one cluster to another. At this point the clusters are stable and the clustering process ends.
- The choice of initial partition can greatly affect the final clusters that result, in terms of inter-cluster and intra-cluster distances and cohesion.

2.4 The k-means Algorithm:

The k-means algorithm is an evolutionary algorithm that gains its name from its method of operation. The algorithm clusters observations into k groups, where k is provided as an input parameter. It then assigns each observation to clusters based upon the observation’s proximity to the mean of the cluster. The cluster’s mean is then recomputed and the process begins again. Here’s how the algorithm works:

1. The algorithm arbitrarily selects k points as the initial cluster centers (“means”).
2. Each point in the dataset is assigned to the closest cluster, based upon the Euclidean distance between each point and each cluster center.
3. Each cluster center is recomputed as the average of the points in that cluster.
4. Steps 2 and 3 repeat until the clusters converge. Convergence may be defined differently depending upon the implementation, but it normally means that either no observations change clusters when steps 2 and 3 are repeated or that the changes do not make a material difference in the definition of the clusters.

III. K-MEANS CLUSTERING IN GENELINKER™

The version of the K-Means algorithm used in GeneLinker™ differs from the conventional K-Means algorithm in that GeneLinker™ does not compute the centroid of the clusters to measure the distance from a data point to a cluster. Instead, the algorithm uses a specified linkage distance metric. The use of the Average Linkage distance metric most closely corresponds to conventional K-Means, but can produce different results in many cases.

3.1 Distance Measurements Between Data Points:

This parameter specifies how the distance between data points in the clustering input is measured. The options are:

- Euclidean: Use the standard Euclidean (as-the-crow-flies) distance.
- Euclidean Squared: Use the Euclidean squared distance in cases where you would use regular Euclidean distance in Jarvis-Patrick or K-Means clustering.
- Manhattan: Use the Manhattan (city-block) distance.
- Pearson Correlation: Use the Pearson Correlation coefficient to cluster together genes or samples with similar behavior; genes or samples with opposite behavior are assigned to different clusters.
- Pearson Squared: Use the squared Pearson Correlation coefficient to cluster together genes with similar or opposite behaviors (i.e. genes that are highly correlated and those that are highly anti-correlated are clustered together).
- Chebychev: Use Chebychev distance to cluster together genes that do not show dramatic expression differences in any samples; genes with a large expression difference in at least one sample are assigned to different clusters.
- Spearman: Use Spearman Correlation to cluster together genes whose expression profiles have similar shapes or show similar general trends (e.g. increasing expression with time), but whose expression levels may be very different.

3.2 Distance Measurements Between Clusters:

This parameter specifies how the distance between clusters is measured. The options are:

- Average Linkage: The distance between two clusters is the average of the distances between all the points in those clusters.
- Single Linkage: The distance between two clusters is the distance between the nearest neighbors in those clusters.
- Complete Linkage: The distance between two clusters is the distance between the furthest points in those clusters.
3.3. Advantages to Using this Technique:
- With a large number of variables, K-Means may be computationally faster than hierarchical clustering (if K is small).
- K-Means may produce tighter clusters than hierarchical clustering, especially if the clusters are globular.

3.4. Disadvantages to Using this Technique:
- Difficulty in comparing quality of the clusters produced (e.g. for different initial partitions or values of K affect outcome).
- Fixed number of clusters can make it difficult to predict what K should be.
- Does not work well with non-globular clusters.
- Different initial partitions can result in different final clusters. It is helpful to rerun the program using the same as well as different K values, to compare the results achieved.

IV. CHOOSING THE NUMBER OF CLUSTERS

One of the main disadvantages to k-means is the fact that you must specify the number of clusters as an input to the algorithm. As designed, the algorithm is not capable of determining the appropriate number of clusters and depends upon the user to identify this in advance. For example, if you had a group of people that were easily clustered based upon gender, calling the k-means algorithm with k=3 would force the people into three clusters, when k=2 would provide a more natural fit. Similarly, if a group of individuals were easily clustered based upon home state and you called the k-means algorithm with k=20, the results might be too generalized to be effective.

V. CONCLUSION

In this paper mainly discuss about the clustering mechanism, how to apply these technique into non graphical method. In this paper mainly focus on the K-means algorithm with clustering mechanism. In this paper focus on the ao many clusters and different measurements. In this paper we can also explain the one example, these example explains the no of clusters and measurements.
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