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Abstract— Document clustering plays major role in the fast 

developing information explosion. It is considered as tool for 

performing information based operations. Document clustering 

generates clusters from whole document collection automatically 

and used in many fields. It is the process of grouping text 

documents into category groups. It has found applications in 

various domains in information retrieval and web information 

systems. Ontology-based computing is considered as a natural 

evolution of existing technologies to cope with the information 

onslaught. In current paper, background knowledge derived from 

Word Net as Ontology is applied during preprocessing of 

documents for Document Clustering. Document vectors 

constructed from WordNet Synsets is used as input for clustering. 

Comparative analysis is done between clustering using k-means 

and clustering using bi-secting k-means. Results indicate that the 

bi-secting k-means clustering technique is better than standard 

k-means clustering technique. These results based on the analysis 

of specifics of clustering algorithm and nature of document data. 
 

Index Terms—bisecting k-means, document clustering, 

standatd k-means, wordnet.  

I. INTRODUCTION 

Text document clustering is considered as machine 

learning task taking place in a high dimensional space of 

word vectors, where each word, i.e. each entry as input of a 

vector, is treated as a potential attribute for a text. However, 

has shown that in addition to computational inefficiencies 

clustering in dimensional spaces is associated with some sort 

of problem because every data point tends to have the same 

distance from all other data points. 

To overcome from this drawback gather only the words 

that is very important for each document. But in some cases 

adding additional words (which may or may not contain in 

the document) for document vector gives better results when 

compared to vectors that do not contain additional words. 

Adding semantic information to each document using 

external sources like ontologies to document vector may 

increase the dimensionality, but it gives better clustering 

results. Efficient usages of this ontological information in 

preprocessing step are very crucial and plays important step 
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in determining quality of the clusters. The quality of 

document clustering can be further improved by reducing the 

noise in the data in the pre-processing stage of data 

representation and also by applying some new clustering 

techniques. 

The work is to perform document clustering using 

WordNet (Ontology) derived information better 

representation in the form of document vectors for 

documents can be obtained by Using WordNet‘s 

information,. The document vectors are considered as input 

for performing document clustering. The objective of the 

current work is to study the relevance of bisecting k-means 

algorithm for document clustering compared to standard 

k-means algorithm.  

II. LITERATURE REVIEW 

Initially, document clustering was developed to improve 

precision and recall of information extraction systems. Now a 

day’s document clustering driven by the ever increasing 

amount of text documents available in corporate document 

repositories and on the Internet, the focus has transferred 

towards providing ways to efficiently browse large 

collections of documents and to reorganize search results for 

display in a structured, often hierarchical manner. [4]  

Clustering can be broken down into two stages. The first 

stage has to preprocess the documents, i.e. converting the 

documents into appropriate needs of data schemes. The 

second stage has to analyze the available data from first stage 

and divide it into clusters. This process is carried out by 

clustering algorithm. [4]. Preprocessing has its importance as 

the choice of an algorithm, where an algorithm can be as 

good as the data it works on. At this stage important features 

are selected and features that do not add much information to 

the documents are discarded. The importance of 

incorporating semantic knowledge form external sources like 

WorldNet ontology can be know by understanding this 

example. Similarly, the two sentences “kalam has ability to 

do best” and “kalam has capability to do best” mean the same 

but are constructed using different synonymous words. 

Recent works has shown that incorporating ontology in 

processing step is useful to improve the performance of text 

clustering in these situations. [9] 

Michael Steinbach George Karypis Vipin Kumar [5] in 

2001 proposed two main approaches to document clustering 

techniques are agglomerative hierarchical clustering and 

standard K-means. Hierarchical clustering is often 

considered as the better quality clustering technique but it has 

limitation of its quadratic time complexity.  
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In contrast, K-means and its variants (Bisecting k-means) 

have a time complexity which has linear form in the number 

of documents, but are thought to produce clusters. Sometimes 

standard K-means and agglomerative hierarchical techniques 

are combined so as to get the best out of it. However, results 

indicate that the bisecting K-means technique is better than 

the standard K-means approach and hierarchical approach. 

Samah Fodeh, Bill Punch and Pang-Ning [8] in 2010 

proposed model based on polysemous and synonymous 

nouns that are present in the document collection. According 

to them ontology can be used to greatly reduce the number of 

features needed to do document clustering. Polysemous and 

synonymous nouns are both relatively prevalent and 

fundamentally important for document cluster formation. 

Nouns identification improves document clustering. These 

nouns may be polysemous and synonymous.  

By disambiguating these nouns the quality of cluster can be 

increased. Thus core subset of semantic features represents 

entire text corpus. clustering implemented by using core 

semantic features reduce the number of features by 90% or 

more and still produce clusters that capture the main themes 

in a text corpus as showed in results.  

Rekha Baghel [6] in 2010 has suggested a novel technique 

of document clustering based on frequent concepts. The 

technique FCDC (Frequent Concepts based document 

clustering) is a clustering algorithm works up on frequent 

concepts gathered rather than on frequent items used in 

traditional text mining techniques. Many of the clustering 

algorithms deal with documents as ‘bag of word’s 

representation and ignore the important relationships 

between words like synonyms. This proposed FCDC 

algorithm utilizes the semantic relationship between words to 

create concepts. It utilizes WordNet ontology concept in 

other way to create low dimensional feature vector which 

allows us to develop a efficient clustering algorithm. 

III. METHODS 

A. Word Net Assisted Document Clustering using 

K-means algorithm (WADC_KA)  

The input for this algorithm is set of Documents that need 

to be clustered. For each document respected vector is 

generated. After generating vectors for all the documents, 

semantic based information is added to each vector. Once 

these preprocessing is finished, these vectors are given as 

input to k-means algorithm in turn specifying the number of 

clusters required. Once the algorithm finishes processing, it 

will give output clusters with documents that belong to that 

particular cluster. The efficiency of the algorithm can be 

analyzed using the Root Mean Square Error (RMSE).The 

following steps has to be carried out in preprocessing for 

generating vectors: 

Preprocessing of Documents  

a.  Lexical analysis  

b. Stopword removal  

c.  Collecting Nouns and Verbs  

d.  Stemming  

e.  Corpus Generation  

f.  Hypernym density representation 

g.  Pruning  

h.  Weighting 

B. Document-term matrix  

A document-term matrix or term-document matrix is a 

mathematical matrix that describes the frequency of terms 

that occur in a collection of text in documents. In a 

document-term matrix, rows represents collection of 

documents and columns represents terms. There are various 

techniques for getting the value that each entry in the matrix 

should take. In this matrix, each row represents a document 

and each column represents the tfidf value of the 

corresponding synset for that particular document. This 

matrix is given as input to the Clustering Algorithm. Distance 

between different document vectors is calculated using 

Document-Term matrix. Table depicts a document-term 

matrix for ‘n‘documents and ‘m‘synsets. 

Tab illustration of document term matrix 

 

C. K-means clustering Algorithm 

Data mining has standard k-means clustering is a technique 

of cluster analysis which aims to partition n observations into 

k clusters in which each observation belongs to the cluster 

with the nearest mean. 

Algorithm 

 Input: 

 Document Vectors DV 

 Number of Clusters ‘k‘ 
 

 Output: 

‘K‘Clusters  
 

Initially, the number of clusters should be known, or 

selected to be K say.  
 

1.  The initial step is the randomly choose a set of K instances 

as centers of the clusters.  

2.  Next, the algorithm considers each instance and assigns it 

to the cluster which is closest.  

3.  The cluster centroids are recalculated.  

4.  This process is iterated until there is not much change in 

the cluster centroids.  

D. Distance Measure: 

Generally for high dimensional data instead of using 

Euclidean distance using cosine similarity gives better 

results, because Euclidian distance may intercept all the 

objects to be of equal distance for high dimensional data.  

• Cosine similarity is a measure of similarity between two 

vectors by measuring the cosine of the angle between them.  

• The cosine of 0 is 1, and less than 1 for any other angle.  

• The cosine of the angle between two vectors thus 

determines similarity between the vectors.  

Given two vectors of attributes, for example say A and B 

are considered. 

 

 

 

File number  Synset1  Synset2  ..  ..  Synset m  

Document1  23  42  25  34  45  

Document2  12  25  86  65  75  

…  …  …  …  …  …  

Document n 12  87  45  95  63(=tfidfij

)  
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Similarity can be represented using a dot product and 

magnitude as 
 

        (1) 

 
Fig 1 step by step process of vector generation 

 

Initially select randomly k points from the available points 

as initial seed points. Then assign each object to one of the 

cluster with nearest seed point from among the k points. Once 

each point is assigned to the nearest cluster, compute the 

centroid of the clusters. After computing the centroid of the 

cluster, repeat the above process again until required number 

of iterations is reached or the change in the cluster centoid is 

very small. In WADC_KA k-means algorithm is applied on 

document-term matrix. Which is been generated by using 

WordNet. This Wordnet derives synset information. An 

description of all the stages of Document Clustering can be 

explained from the below figures 

Stage 1: A brief illustration of all the steps have to be taken 

during preprocessing stage for generating Document Vectors 
 

 

 

 

 

 

 
 

 
 

 

 
 

 
 

 

 
 

 
  

 

 
 

 

 

Fig 2 overview of processing stage of both sample vector 

representation and ontology based representation 
 

Figure explains about all the stages during the 

pre-processing step i.e., during the first step of clustering. 

This figure shows how the Document Collection is converted 

into Documents Vectors using WordNet Ontology as the 

source of information. Once this stage is completed, 

Document Vectors are given as input to the clustering 

Algorithms.  
 

                                          (2) 

The formula to calculate RMSE is given in Eq(2), where Yt 

is the actual dimension of the document and is the centroid 

dimension and m is the number of the dimensions. 

Stage 2: Performing Document Clustering using obtained 

Document Vectors  

                    

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

Fig3 Clustering Document Vectors 
  

The Figure explains about the second stage during 

Document Clustering process. In this stage the clustering 

algorithm takes Document Vectors that are generated during 

the first stage, are considered as input to the K- means 

clustering Algorithm. Once clusters are generated they can be 

labeled and can be used for further analysis. Once the clusters 

are formed, labeling the cluster is important. Because once 

we label the cluster if will give a brief idea about the type of 

documents that are contained in that particular cluster. 

E. Cluster Labeling: 

 To name the cluster following steps are followed:  

a. For each cluster, collect all the synsets along with its     

term frequency, for all the documents that are present in 

that particular cluster. 

b. Arrange all the synsets according to the descending order 

of term frequency for the collected synsets.  

c. Now label the cluster with the top most synsets. This 

gives an idea about the type of documents that are 

contained in the particular cluster.  

d. Repeat the same procedure for all the clusters. 
 

For clustering, two measures of cluster goodness or cluster 

quality are used. first type of measure specify to compare 

different sets of clusters without reference to external 

knowledge and is named as an internal quality measure.  
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The second type of measures specify to lets us calculate 

how well the clustering is working by comparing the groups 

produced by the clustering techniques to determined classes. 

This type of measure is named as an external quality measure. 

One internal quality measure to check the cluster quality is 

RMSE (Root Mean Square Error), can be calculated as 

shown in Equation 

 

F. WordNetAssisted Document clustering using 

Bisecting K-means algorithm (WADC_BK)  

This algorithm resembles to a hierarchical clustering 

algorithm: in fact, hierarchical clustering algorithms have the 

advantage of not requiring a priori the number of clusters, 

since the clusters are bisected at each step. In these 

algorithms however, the problem is in defining a stopping 

rule, i.e., deciding if and which clusters have to be still 

bisected. To this aim, two main approaches are used: the first 

one applies the simple strategy of bisecting the greatest 

cluster and the second one is to split the cluster with greatest 

variance with respect to the centroid of the cluster.  

Bisecting K-Means Algorithm 
 

Input:  

Document Vectors DV 

Number of Clusters ‘k‘  

Number of iterations of k-means ITER  

Output: 

‘K’Clusters  
 

1. Pick a cluster to split (split the largest)  

2. Find 2 sub-clusters using the basic K-means algorithm  

3. Repeat step 2, the bisecting step is doing for ITER times 

and takes the split process that results in the clustering 

with the highest overall similarity  

4. Repeat steps 1, 2 and 3 until the desired number of 

clusters ‘k‘are reached.  

In the above procedure ITER must be sufficiently large so 

that the change in the cluster centroid from its previous 

iteration is almost negligible. 

IV. RESULTS &DISCUSSION 

A. Results of k-means algorithm 

Results for Reuter’s top10 dataset:  

 It contains around 200 documents. These 200 documents 

are taken from 10 different topics. The minimum length of 

file in the dataset has around 10 words while the maximum 

length has around 600 words in that document. Total size of 

the corpus is 13,200 words. The results for Reuters top10 is 

show in the Table 4.1. Here, number of clusters is fixed as 10 

and the RMSE is calculated for different combinations of 

Height of Generalization (h) and Threshold (α). 
 

Tab 4.1 results for Reuter’s top 10 dataset 
 

Synthetic Dataset: It contains around 250 documents 

manually collected. All these documents are .txt files. The 

contents of the documents include abstracts of rough sets 

papers, space research, economics and physical fitness. All 

these documents are of length from 150 to 600 words. Total 

words of the corpus are around 18,000 words. The Table 4.2 

shows RMSE for the synthetic dataset when number of 

clusters is 2 and for varying Height of Generalization (h) and 

Threshold (α). 

Tab 4.2 RMSE results when no. of clusters 2 

 

The Table 4.3 shows RMSE for the synthetic dataset when 

number of clusters are 3 and for varying Height of 

Generalization (h) and Threshold (α). 
 

Tab 4.3 RMSE results when no. of clusters 3 

 

The Table 4.4 shows RMSE for the synthetic dataset when 

number of clusters is 4 and for varying Height of 

Generalization (h) and Threshold (α). 

Tab 4.4 RMSE results when no. of clusters 4 

 

The Table 4.5 shows RMSE for the synthetic dataset when 

number of clusters is 5 and for varying Height of 

Generalization (h) and Threshold (α). 
 

Tab 4.5 RMSE results when no. of clusters 5 
 

Problems of k-means Algorithm  

• When number of features is more, k-means may not give 

good results.  

 

 

 

 

Number of 

Clusters 

Height of 

Generalizat

ion (h) 

Threshold 

(α) 

RMSE 

10 0 10 90 

10 0 13 88 

10 2 9 79 

10 2 11 76 

10 3 13 79 

10 4 10 81 

10 4 12 81 

Number of 

Clusters 

Height of 

Generalizat

ion (h) 

Threshol

d (α) 

RMSE 

2  0  25  80.2  

2  3  25  76  

2  4  25  77.2  

2  2  20  68.3  

2  3  20  70.2  

Number of 

Clusters 

Height of 

Generaliz

ation (h) 

Threshold (α) RMSE 

3  2  20  68.3  

3  3  20  70.2  

3  4  20  69.6  

3  4  25  68.2  

Number of 

Clusters 

Height of 

Generali

zation (h) 

Threshold  

(α) 

RMSE 

4 3 20 68.4 

4 3 25 65.3 

4 4 20 69.7 

4 4 25 70.6 

Number of 

Clusters 

Height of 

Generalizati

on (h) 

Threshold (α) RMSE 

5  3  20  70.9  

5  4  20  71.6  

5  4  25  70.4  

5  3  20  70.9  
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• The user needs to specify k.  

• K-means, the results vary quite a bit from one run to 

another.  

• The algorithm is has  problem when dealing with outliers. 
 

1.  Outliers are data points that are very far away from other 

data points.  

2.  Outliers could be errors in the data recording or some 

special data points with very different values.  

B. Results of bisecting k-means 

Reuters top 10 dataset: The results for Reuters top10 is 

show in the Table 4.6 Here, number of clusters is fixed as 10 

and the RMSE is calculated for different combinations of 

Height of Generalization (h) and Threshold (α).  
 

Tab 4.6 results for Reuter’s top 10 dataset 

 

Synthetic Dataset: The Table 4.7 shows RMSE for the 

synthetic dataset when number of clusters are 2 and for 

varying Height of Generalization (h) and Threshold (α). 
 

Tab 4.7 RMSE results when no. of clusters 2 

 

The Table 4.8 shows RMSE for the synthetic dataset when 

number of clusters are 3 and for varying Height of 

Generalization (h) and Threshold (α). 
 

Tab 4.8 RMSE results when no. of clusters 3 

The Table 4.9 shows RMSE for the synthetic dataset  

When number of clusters are 4 and for varying Height of 

 Generalization (h) and Threshold (α). 
 

Tab 4.9 RMSE results when no. of clusters 4 

Number of 

Clusters 

Height of 
Generalization 

(h) 

Threshold 

(α) 
RMSE 

4 3 20 37.6 

4 3 25 36.4 

4 4 20 34.9 

4 4 25 34.1 

 

The Table 4.10 shows RMSE for the synthetic dataset 

when number of clusters are 5 and for varying Height of 

Generalization (h) and Threshold (α). 

 

Tab 4.10 RMSE results when no. of clusters 5 

 

Let us consider in detail how the Bisecting K-means is able 

to reduce the RMSE. Suppose consider the situation for 

number of clusters is 4, height of generalization (h) is 4 and 

Threshold (α) is 25. 
 

Tab 4.11 reduce RMSE by bisecting k-means 
 

Iteration Number of 

Clusters 

RMSE 

1  2  68.7  

2  3  53.4  

3  4  36.6  
 

In the first iteration of Bisecting K-means, the Document 

Vectors are clustered into two clusters. Its RMSE is 68.4. 

Then during the second iteration, the cluster with more 

number of Vectors is considered for further clustering and by 

the end of second iteration three clusters are obtained with 

RMSE as 53.4.During the third iteration, four clusters are 

obtained with RMSE 36.6.Thus we can conclude from the 

results that Bisecting K-means better clusters with mostly 

uniform in size. 

C. Comparing Results of K-means and Bisecting 

K-means Algorithms  

Let us compare the results of both K-means and Bisecting 

K-means Algorithms together. 
 

Table4. 12 Comparison of k-means and bisecting k-means 

 

From the results of Table 4.12, it is clear that Bisecting 

K-means is much efficient than K-means Algorithm. This is 

because K-means may not be efficient for high dimensional 

dataset. 

V.  CONCLUSION 

The datasets Reuters and Synthetic have given better 

results when clustered with Bisecting K-means algorithm 

compared to K-means algorithm. Both these algorithms have 

O (n) complexity.  

 

 

 

Number of 

Clusters 

Height of 

Generaliza

tion (h) 

Threshold (α) RMSE 

10  0  10  45.9  

10  0  13  47.5  

10  2  9  42.2  

10  2  11  41.6  

10  3  13  42.8  

10  4  10  43.4  

10  4  12  46.8  

Number of 

Clusters 

Height of 

Generaliza

tion (h) 

Threshold (α) RMSE 

2  0  25  46.2  

2  3  25  43.2  

2  4  25  41.5  

2  2  20  40.6  

2  3  20  41.7  

Number of 

Clusters 

Height of 

Generaliza

tion (h) 

Threshold (α) RMSE 

3  2  20  41.8  

3  3  20  39.5  

3  4  20  38.9  

3  4  25  38.4  

Number of 

Clusters 

Height of 

Generaliz

ation (h) 

Threshold (α) RMSE 

5  3  20  38.2  

5  4  20  39.5  

5  4  25  36.2  

5  3  20  37.5  

Number 

of 

Clusters  

Height of 

Generalizat

ion (h)  

Thres

hold 

(α)  

RMSE of 

K-means 

Algorithm  

RMSE of 

Bisecting 

K-means 

Algorithm  

2  2  20  68.3  40.6  

3  4  25  68.2  38.4  

4  4  25  70.6  34.1  

5  4  25  70.4  36.2  
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Bisecting K-means and K-means has a time complexity 

which is linear in the number of documents 

Bisecting K-means tends to produce clusters of relatively 

uniform size whereas K-means produce clusters of 

non-uniform size. For bisecting K-means, there is not much 

change in the results from one run to another, whereas for 

regular K-means, the results vary quite a bit from one run to 

another. If the number of clusters is large, then bisecting 

K-means is more efficient than the regular K-means 

algorithm. Hence, Bisecting K-means gives better results for 

larger data sets. The RMSE values of Bisecting K-means 

have significant improvement over that of K-means based 

clustering. 
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