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Abstract— Data mining tasks that try to find interesting patterns from databases, such as association rules, correlations, sequences, episodes, classifiers, clusters and many more of which the mining of association rules is one of the most popular problems. There is a large body of research on Frequent Itemset Mining (FIM) but very little work addresses FIM in uncertain databases. Most studies on frequent itemset mining focus on mining precise data. However, there are situations in which the data are uncertain. This leads to the mining of uncertain data. There are also situations in which users are only interested in frequent itemsets that satisfy user-specified aggregate constraints. This leads to constrained mining of uncertain data. Moreover, floods of uncertain data can be produced in many other situations. This leads to stream mining of uncertain data. In this paper, we propose algorithms to deal with all these situations. We first design a tree-based mining algorithm to find all frequent itemsets from databases of uncertain data. We then extend it to mine databases of uncertain data for only those frequent itemsets that satisfy user-specified aggregate constraints and to mine streams of uncertain data for all frequent itemsets. Our experimental results show the more effectiveness than existing methods.
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I. INTRODUCTION

Frequent itemset mining is an essential role in data mining, which looks for implicit, previously unknown, and potentially useful information from data. Introduced the research problem of finding frequent itemsets from traditional databases consisting of precise data, it has been the subject of numerous studies. Previous studies can be broadly divided into two categories: those that focus mainly on performance and those that focus mainly on functionality. The studies in the first category aim to explore how to compute the frequent itemsets as efficiently as possible. The studies in the second category target the questions such as which kinds of patterns to compute and where to mine frequent itemsets. Regarding the studies that focus on performance, a well-known frequent itemset mining algorithm, called Apriori algorithm was proposed in 1994. It depends on a generate-and-test approach. To find frequent itemsets from transaction database, Apriori and its extensions (i.e., Apriori-based algorithms) first generate candidates and then check the occurrences (supports) of these candidates against the transaction database. The candidates with their supports over the user specified minimum support threshold are counted as valid frequent itemsets. To avoid memory intensive candidate generation, Han et al. proposed a tree-based frequent itemset mining algorithm called FP-growth (Frequent Pattern growth). The algorithm first scans the transaction database once to find all frequent 1-itemsets and sorts them according to some criteria (e.g., in frequency descending order). Then, it scans the transaction database again to construct an extended prefix tree, called FP-tree (Frequent Pattern tree), which captures all frequent items in the transaction database. Based on the FP-tree, the FP-growth algorithm mines frequent itemsets by a test-only approach, called frequent pattern growth, which only tests the support for each itemset. As a result, all frequent itemsets are found without candidate generation. As a preview, all the mining algorithms we are going to propose in this thesis use variants of the FP-tree. Our algorithms also avoid generating candidates and only test for support. Regarding the studies that focus mainly on functionality, they aim to find interesting patterns other than frequent itemsets. Frequent itemset mining has played an important role in the mining of these patterns. However, most of the studies on frequent itemset mining rely on a computational model, in which data mining algorithm does not take into consideration the characteristics of the data. The recent development and increasing use of large numbers of sensors has added to this situation. Consequently, these advances in technology have led to a flood of data. Algorithms for mining these dynamic streams are in demand. This calls for stream mining. When comparing with mining from traditional databases, mining from data streams is more challenging due to the following two properties of data streams:

1. Data streams are continuous and unbounded. To find frequent itemsets from data streams, we no longer have the luxury of performing multiple data scans. Once the streams flow through, we lose them. Hence, we need some techniques to capture the important contents of the streams (e.g., to capture recent data because users are usually more interested in recent data than older ones) and ensure that the captured data can fit into memory.
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data. A pattern may be in the form of a rule, cluster, set, tree, and graph. Each of these pattern types is able to express different structures and relationships present in the data. For example, a rule may tell a marketer about strong relationships between purchased goods or services, predict customer 'churn' or be used as the basis of recommender systems. A set can indicate products that customers are purchasing together and a cluster might tell him or her about groups of customers that have similar purchasing patterns. These may be used as the basis for a marketing scheme that aims to maximize response rates and sales for a given investment. A graph may tell a biologist about strong and previously unknown gene or protein interactions present in their experiments, or a security agent about suspicious communication structures between potential criminals. A tree or a set of rules may describe the decision structure that can be used to accurately predict medical conditions, perhaps based on patient records or medical imaging data. As suggested by these examples, patterns can be descriptive or predictive (or both). That is, they can be used to describe, model and help better understand a process or phenomena or to predict future events. In this work, many new types of patterns are introduced. Some are purely descriptive and some are explicitly used for prediction purposes.

Frequent Itemset Mining:

The world around us is full of information and contemporary computer systems are allowing us to gather and store that information at an astounding rate. However, our ability to process that information lags far beyond our abilities as gatherers. Most of the truly amazing problems of our time are rooted in extracting the meaningful patterns from datasets so large as to have previously been unfathomable. The human genome has been sequenced but it is still uncertain which parts of it cause us to express particular phenotypes. Hundreds of weather stations around the world have been collecting information about local climate for decades, but it is still difficult to predict the effects of human activities. The universe beyond our stratosphere and the Internet within it are mysterious places, although we have terabytes of data collected from each.

Apriori Algorithm Concept:

In computer science and data mining, Apriori is a classic algorithm for learning association rules. Apriori is designed to operate on databases containing transactions (for example, collections of items bought by customers, or details of a website frequentation). Other algorithms are designed for finding association rules in data having no transactions, or having no timestamps (DNA sequencing). As is common in association rule mining, given a set of items (for instance, sets of retail transactions, each listing individual items purchased), the algorithm attempts to find subsets which are common to at least a minimum number C of the itemsets. Apriori uses a “bottom up” approach, where frequent subsets are extended one item at a time (a step known as candidate generation), and groups of candidates are tested against the data. The algorithm terminates when no further successful extensions are found. Apriori uses breadth-first search and a tree structure to count candidate item sets efficiently. It generates candidate item sets of length k from item sets of length k − 1. Then it prunes the candidates which have an infrequent sub pattern. According to the downward closure lemma, the candidate set contains all frequent k-length item sets. After that, it scans the transaction database to determine frequent item sets among the candidates. Apriori, while historically significant, suffers from a number of inefficiencies or trade-offs, which have spawned other algorithms. Candidate generation generates large numbers of subsets (the algorithm attempts to load up the candidate set with as many as possible before each scan). Bottom-up subset exploration (essentially a breadth-first traversal of the subset lattice) finds any maximal subset S only after all \(2^{[S]}-1\) of its proper subsets.

FP-Growth Algorithm:

In recent, Han et al. introduce a quite novel algorithm to solve the frequent itemset mining problem. They adapt the idea of a trie to the set of transactions rather than candidates. In so doing, they effectively compress the dataset D with the hope that it will fit entirely in main memory. Each transaction is inserted into the trie in its most-frequent-first order and at each node of the trie is stored a support counter. When a new transaction t is inserted, a path of size |t| is traced;
the count at each node along this path is incremented. Thus, inserting the transaction involves updating |t| support counts. Additionally, a linked list is maintained between all nodes sharing the same label. In this way, one can quickly find all paths that involve the same item. Next, the trie is mined recursively to extract the frequent itemsets. By following the linked-list of nodes labeled by the least-frequent item, one retrieves all paths involving that item. Then a new conditional prefix tree can be built by copying and then modifying the original tree. All paths whose leaves are not labeled with the least-frequent item are removed, this least-frequent item is itself removed, duplicate paths are merged, and the trie is resorted based on the new conditional frequencies. This creates a trie with the same structure as the original tree, but conditioned on the presence of the least frequent item. So, the procedure can be repeatedly recursively from here until the trie consists of nothing but a root node denoting the empty set. This yields all frequent itemsets involving the least-frequent item. The procedure is then repeated for the second-least-frequent item, third-least frequent item, and so on to extract from the trie all frequent itemsets.

The data structure is quite cute and appears to eliminate the construction of candidates entirely. Indeed, experimental results have demonstrated consistently that it significantly outperforms A Priori. However, the story changes when the dataset is quite large because it suffers the same consequences as did the trie of candidates.

Even building the trie becomes extremely costly, to the point that it is remarked that the dominant percentage of execution time is that of constructing the trie. Consequently, on truly large datasets, the FP-Growth algorithm fails even to initialize.

Uncertain Data Model:
The uncertain data model applied in this paper is based on the possible worlds semantic with existential uncertain items.

Definition 1:
An uncertain item is an item x ∈ I whose presence in a transaction t ∈ T is defined by an existential probability P(x ∈ t) ∈ (0; 1). A certain item is an item where P(x ∈ t) ∈ f0; 1g. I is the set of all possible items.

Definition 2:
An uncertain transaction t is a transaction that contains uncertain items. A transaction database T containing uncertain transactions are called an uncertain transaction database. An uncertain transaction t is represented in an uncertain transaction database by the items x ∈ I associated with an existential probability value P(x ∈ t) 2 (0; 1].

Example uncertain transaction databases are depicted. To interpret an uncertain transaction database we apply the possible world model. An uncertain transaction database generates possible worlds, where each world is defined by a fixed set of (certain) transactions. A possible world is instantiated by generating each transaction ti ∈ T according to the occurrence probabilities P(x ∈ ti). Consequently, each probability 0 < P(x ∈ ti) < 1 derives two possible worlds per transaction: One possible world in which x exists in ti, and one possible world where x does not exist in ti. Thus, the number of possible worlds of a database increases exponentially in both the number of transactions and the number of uncertain items contained in it [9].

Uncertain Graphs:
Recently, there has been a growing interest in using uncertain graphs as a data model in applications that need to deal with uncertainty. Thus, various problems for mining uncertain graphs have emerged. The problem of finding reliable sub-graphs in uncertain graphs is studied. Given a graph that is subject to random edge failures, the goal is to find and remove a number of edges so that the probability of connecting a set of selected nodes in the remaining sub-graph is maximized. Three novel types of probabilistic path queries have been defined for uncertain graphs representing road networks, where edge probabilities capture the uncertainty in traffic conditions. Also, both exact and approximation algorithms are introduced to answer such queries. A generalization of k-Nearest Neighbor queries in uncertain graphs is presented, where a framework is proposed considering alternative ways to define the distance between nodes taking edge probabilities into account. All these works clearly show the increasing need and interest in mining uncertain graphs. However, to the best of our knowledge, up to now only one work has dealt with the problem of frequent subgraph pattern mining in uncertain graphs. The proposed method is an approximation algorithm, called MUSE, which allows for a tradeoff between accuracy and efficiency when computing the expected support of candidate sub-graph patterns. In particular, given a support threshold minSup and a relative error tolerance ε ∈ [0, 1], the algorithm returns all subgraph patterns with expected support at least minSup, allowing also for some false positives with expected support in the range [(1 − ε) minSup, minSup]. Similar to corresponding methods for exact graphs, the solution addresses two main subtasks: (a) a method for enumerating candidate patterns, and (b) a method to compute the expected support of a pattern. Regarding the first task, the method proposed in gSpan is adopted to construct a search tree of subgraph patterns. For the second task, two algorithms are proposed, an exact one for small instances of the problem (e.g., graphs with up to 30 edges) and an approximate one for larger instances. The main idea in both algorithms is to transform the problem to an instance of the DNF counting problem. Although this algorithm makes it possible to approximate the expected support of a candidate pattern for an uncertain graph with a large number of edges, the computational cost is still quite high, and therefore the method does not scale well, even for moderate size databases with up to a few hundreds of uncertain graphs. This limitation, by constructing an index of the uncertain graph database, which significantly prunes the search space and enables for additional optimizations based on early termination and efficient scheduling to avoid the expensive sub-graph isomorphism tests [2] and [11].
Sampling the Uncertain Dataset:

The first method proposed the Concatenating the Samples, takes the uncertain dataset and samples according to the given existential probabilities. For every transaction $t$ and every item $i$ in transaction $t$ we generate an independent random number $0 \leq r \leq 1$ (coin flip) and we compare it with the probability $p$ associated with the item $i$. If $p \geq r$ then item $i$ will appear in the currently sampled transaction. For every transaction in the uncertain dataset we repeat the step above $n$ times, for a given $n$. The result is a dataset which can be mined with any traditional frequent itemset mining algorithm. To obtain the estimated support of an itemset in the uncertain dataset, its support in the sampled dataset still needs to be divided by $n$.

The difficulty of this method resides in the fact that we physically instantiate and store the sampled “certain” dataset which can be up to $n$ times larger than the original uncertain dataset. Fortunately, for most efficient itemset mining algorithms, we do not actually have to materialize this samples database. After all, most efficient techniques read the database from disk only once, after which their advanced data structures contain the database in the main memory. Therefore, the sample can be generated immediately in memory when the database is being read from disk for the first time. This method is called Inline Sampling. To this end, we made minor modifications of the frequent itemset mining algorithms [11] and [13].

The U-Eclat and UFP-growth, the modified versions of the ECLAT and FP-growth algorithms. U-Eclat is an adaptation of the ECLAT algorithm with an improvement based on diff sets as described. In only one scan of the dataset the relevant items are stored into memory together with the list of transactions where the items appear, called tid-list. The candidates are then generated using a depth first search strategy and their support is computed by intersecting the tid-list of the subsets. The only adaptation for U-Eclat consists in reading the uncertain transactions and instantiating them as described above. More specifically, given the number of iterations $n$, for every transaction $t$ and every item $i$ in transaction $t$ and generate $n$ independent random numbers $r_1$, $\ldots$, $r_n$ between 0 and 1 and we compare them with the probability $p$ associated with the item $i$. If $p \geq r_j$ for $1 \leq j \leq n$, then $n \cdot t + j$ will appear in the tid-list of item $i$. From there on, the standard Eclat algorithm is being executed. The algorithm then extracts the frequent itemsets the same way as the FP-growth algorithm [12] and [13].

We propose and develop two tree-based algorithms called UF streaming for mining frequent itemsets from streams of uncertain data. The key contributions of this part of work in my thesis include: (a) the proposal of effective tree structures to capture the important contents of transactions in streams of uncertain data and (b) the development of two efficient algorithms to mine frequent itemsets from the transactions captured by these proposed tree structures.

III. PROPOSED TECHNIQUES

Frequent itemset mining from uncertain data:

U-Apriori is an Apriori-based algorithm for mining frequent itemsets from uncertain data. It is well-known that when handling precise data, the FP-based algorithms are superior in performance to their corresponding Apriori-based counterparts. Hence, in this chapter, we investigate how tree-based frequent itemset mining can be applied to uncertain data. Specifically, we propose a tree-based algorithm, called UF-growth, for mining frequent itemsets from uncertain data. The algorithm consists of two main operations: (a) the construction of a novel tree structure called UF-tree and (b) the mining of frequent itemsets from UF-trees. We also investigate the performance and functionality of our UF-growth algorithm when compared with the U-Apriori algorithm.

The Construction of UF-trees:

The key for many tree-based mining algorithms is how to represent and store data. In our case, how to represent uncertain data in each tree node and how to order these tree nodes are two main challenges. Note that precise data and uncertain data are different in many aspects. For precise data, each item in a database transaction is implicitly associated with a definite certainty of its presence in the transaction. In contrast, for uncertain data, each item is explicitly associated with an existential probability ranging from 0 (indicating that the item is not present in the database transaction) to a value of 1 (indicating that the item is definitely present). When this existential probability is close to 0, the chance of the item presented in database transaction is quite small. On the other hand, the chance of the item presented in database transaction is very high if this existential probability is close to 1. Moreover, the existential probability of an item can vary from one transaction to another. To perform frequent itemset mining from uncertain data, the key modification made by the U-Apriori algorithm to the Apriori algorithm is incrementing the support count of candidate itemsets by the expected support instead of the actual support.

Instead of storing and incrementing the actual supports of items in transactions at tree nodes (as in FP-growth); can we store and increment the expected supports for uncertain data? To answer this question, let us examine this approach. On the surface, this approach appears to work. For instance, it finds frequent itemsets of size 1 successfully. However, a close examination reveals that such an approach does not completely find all frequent itemsets. This means the expected support of a singleton itemset can be computed by using the sum of expected support. So, the approach works when mining frequent itemsets of size 1 because each tree node keeps the sum of expected support of an item. However, the approach does not work when mining frequent itemsets of size greater than 1 because the expected support of any itemset is computed as the sum of products of the expected support of items in such an itemset. If we only store and increment the expected supports, we miss the information for the product.
Therefore, to effectively represent uncertain data and find all frequent itemsets, we propose a variant of the FP-tree (i.e., a variant of an extended prefix-tree structure). We call it an UF-tree. Each node in the UF-tree stores (a) an item, (b) its expected support and (c) the number of occurrence of such expected support for such an item. Now, let us turn our focus to the ordering of tree nodes in the UF-tree. We know that the expected support of any itemset can be computed as the sum of products of the expected supports of items in the itemset. Note that the order of any portion in a product does not influence the result of the product. From this point of view, no matter how we order the tree nodes in the UF-tree, we can find the expected support of an itemset with the same efficiency. However, we observed from many other tree-based mining algorithms (i.e., FP-growth) that the ordering of tree nodes affects the tree size. Smaller trees consume less memory space than bigger ones. Bigger trees require more computation to travel the tree nodes than the smaller ones. We also know that when we handle precise data, ordering the items with descending frequency order can increase the chance of tree path sharing, which leads to reduction in the size of the tree. Applying a similar approach to our UF-tree, we order the tree nodes in descending order of accumulated expected supports to increase the chance of path sharing and reduce the size of the UF-tree. With the above uncertain data representation and the ordering of the tree nodes, let us take a close look at how our proposed UF-growth algorithm constructs the UF-tree. The algorithm first scans the database once and accumulates the expected support of each item. Hence, it finds all frequent items (i.e., items having expected support minsup). It then sorts these frequent items in descending order of accumulated expected supports. After that, the algorithm scans the database the second time and inserts each transaction into the UF-tree in a similar fashion as in the construction of an FP-tree. Specifically, for each transaction, frequent items are sorted according to the descending global expected support order and infrequent items are removed. New transactions are added at the root level. At each level, nodes of the new transaction are compared with children (or descendant) nodes. If the same item and same expected support exist in both the new transaction and the children (or descendant) nodes, the transaction is merged with the node at the highest support level. The occurrence count of the merged node is then incremented by 1. The remainder of the transaction (items with their expected support) is then added to the merged node, and this process is repeated recursively until all common items and expected supports are found. Any remaining items and expected supports of the transaction are added as a new branch to the last merged node. It is important to note that only the same items with same expected support can be merged in the UF-tree. The same items with different expected supports have to be in the different branches. Our UF-tree processes the following nice property:

- The occurrence count of a node is greater than or equal to the sum of occurrence counts of all its children nodes. On the surface, the UF-tree may appear to require a large amount of memory. However, it is important to note that the UF-tree like the FP-tree is an extended prefix-tree structure that captures the contents of transactions. In the worst case, the number of nodes in a UF-tree is the same as the sum of items in all transactions in the original database of uncertain data. Moreover, thanks to advances in modern technology, we are able to make the same realistic assumption as in many studies that we have enough main memory space in the sense that the trees can fit into the memory. In the situations where the trees cannot fit into memory, recursive projections and partitioning are required to break the trees into smaller pieces. Once the UF-tree is constructed, our proposed UF-growth algorithm recursively mines frequent itemsets from this tree in a similar fashion as in the FP-growth algorithm except for the following:

- When forming a UF-tree for the projected database for an itemset X, we need to keep track of the existential probability of X. The existential probability of X can be calculated as the multiplying results of the existential probabilities of each item in X.
- When computing the expected support of an “extension” of an itemset (say, X \ {y}), we need to first multiply the existential probability of X by the existential probability of y, and then multiply this results by their occurrence in each tree path. Finally, we sum all the multiplying results. Note that, if an itemset Z is an “extension” of an itemset X, then X is a prefix of Z. In other words, the “extension” Z can be formed by appending items to X (e.g., if X = \{a, c\}, then \{a, c, d\}, \{a, c, e\} and \{a, c, d, e\} are some “extensions” of X but \{a, b, c\} is not). To elaborate, the algorithm first finds the frequent itemsets of size 1 (singleton items) from the UF-tree, calculates the expected supports and keeps tracking the existential probability for each of them. For each frequent item x in the UF-tree, the UF-growth algorithm forms its projected database (i.e., a collection of transactions having \{x\} as its prefix) and builds a \{x\}-projected tree for this projected database. For each frequent item y in the \{x\}-projected tree, the algorithm forms the itemset \{x, y\} and calculates the expected support for this itemset. Here, the expected support for itemset \{x, y\} can be calculated as follows. In each path of the \{x\}-projected tree, the algorithm multiplies the existential probability of item x by the existential probability of item y. Then, the algorithm multiplies this result by the occurrence of itemset \{x, y\}. Finally, the algorithm sums the multiplying results from all paths to obtain the expected support of itemset \{x, y\}. If this expected support >= minsup, itemset \{x, y\} is frequent. In contrast, if this expected support < minsup, itemset \{x, y\} is infrequent. Next, for each frequent item z in the \{x, y\}-projected tree, the algorithm calculates the expected support using the same approach we discussed above. This process is then applied recursively to each frequent item in the UF-tree for subsequent projected database. Similar to the FP-growth algorithm, the entire mining process of UF growth algorithm can be viewed as a divide-and-conquer approach of decomposing both the mining task and the transaction database according to the frequent itemsets obtained so far. This leads to a focused search of smaller data sets. For better understanding the mining approach of UF-growth algorithm.
Aggregate Constraint UF-growth (ACUF-growth) Algorithm:

We propose a tree-based algorithm called ACUF-growth (indicates Aggregate Constraint UF-growth) to efficiently mine from uncertain data those frequent itemsets which satisfy the user-specified aggregate constraints. Our algorithm first scans the database with uncertain data once to accumulate the expected support of each of the domain items and finds those frequent ones. Then, the algorithm arranges these frequent items according to some order $R$. After that, the ACUF-growth algorithm scans the database the second time to build a modified UF-tree. Recall that the UF-tree is a tree structure to mine frequent itemsets from uncertain data. In the UF-tree, each node stores (a) an item, (b) its expected support and (c) the number of occurrences of such expected support for such an item. The order of the tree nodes in the UF-tree is based on the descending order of accumulated expected supports. In our modified UF-tree, each tree node contains exactly the same contents as the UF-tree. However, the order of the tree nodes is based on the order $R$, which is the only difference between a UF-tree and our modified UF-tree.

During the modified UF-tree construction process, our ACUF-growth algorithm only inserts those frequent items in each database transaction into the tree. As discussed above, the items in the tree are arranged according to some order $R$. Here, a new transaction is merged with a child (or descendant) node of the root of the modified UF-tree only if the same item and the same expected support exist in both the transaction and the child (or descendant) node. Note that the occurrence count of a node is at least the sum of occurrence counts of all its children nodes.

Once the modified UF-tree is constructed, our ACUF-growth algorithm recursively mines constrained frequent itemsets from this tree in a depth-first divide-and-conquer manner. Specifically, the algorithm first forms a modified UF-tree for the projected database of an item $x$ (according to the order $R$) and keeps track of the expected support of $x$. From this tree, the algorithm recursively finds all constrained frequent itemsets containing $x$ in a similar manner (i.e., by recursively forming a modified UF-tree for the projected database of $\{x, y\}$ where $y$ is an item in the $\{x\}$-projected database). This process is repeated for other items. By exploring nice properties of aggregate constraints, we avoid unnecessary constraint checking and formation of projected databases.

Algorithm for Mining Streams of Uncertain Data:

We proposed the UF-streaming algorithm for mining frequent itemsets from streams of uncertain data. There are some potential problems associated with such an approximate algorithm. First of all, the UF-streaming algorithm calls the UF-growth algorithm with preMinsup which is lower than the actual mnsup. As a result, the algorithm finds “frequent” itemsets (i.e., itemsets with expected support $\text{expSup} \geq \text{preMinsup}$). And we know that some of these itemsets are not truly frequent (e.g., some itemsets may have expected support $\text{expSup} < \text{mnsup}$). Consequently, to find truly frequent itemsets, one needs to apply a post-processing step. Moreover, the success of UF-streaming strongly depends on the value of pre-Minsup. If it is too high (e.g., too close to mnsup), we may lose frequency information of some itemsets. To another extreme, if it is too low, a lot of redundant itemsets (e.g., those itemsets with expected support higher than preMinsup but lower than mnsup) may be generated and stored. So, similar to mnsup, it is not easy to find an appropriate value for preMinsup. Second, the UF-streaming algorithm requires an extra data structure (the UF-stream structure) to store the mined itemsets. Third, the UF-streaming algorithm uses an “immediate” mode for mining, which leads to lots of computation wasting, especially when many batches flow in before the user requests for the mining results (frequent itemsets).

IV. RESULTS ANALYSIS

To evaluate our proposed algorithms that performs uncertain frequent itemset mining (i.e., UF-growth algorithm), constrained frequent itemset mining from uncertain data (i.e., ACUF-growth algorithm) and frequent itemset mining from streams of uncertain data (i.e., UF-streaming algorithm and SUF-growth algorithm), we performed several experiments. We focus on our proposed UF-growth algorithm and its Apriori-based counterpart, namely the U-Apriori algorithm. In the first experiment, we tested the effect of mnsup. We fixed the database size as 10k records with an average transaction length of 10 items and a domain of 1,000 items and varied the mnsup. We compared the runtimes of two algorithms: (1) the U-Apriori algorithm and (2) our UF-growth algorithm. We observed that the runtime for our UF-growth algorithm is lower than the runtime for the U-Apriori algorithm. The U-Apriori algorithm relies on the costly candidate generation process. It explains why the experimental result showed that our UF-growth algorithm required much less runtime. We also repeated the same experiment with a database which contains 100k records with an average transaction length of 10 items and a domain of 1,000 items.

In the second experiment, we tested scalability with the number of transactions for our UF-growth algorithm. We fixed the mnsup and the distribution of existential probability. The variant in this experiment is the size of transaction database. Specifically, we varied the size of transaction database from 10k transactions to 100k transactions. The experimental result showed that when the number of transactions increased, the runtime for our UF-growth algorithms increased. Moreover, the mining with our proposed algorithm had linear scalability.

In the third experiment, we tested the effect of the distribution of item existential probabilities by varying the average value of existential probabilities. Here, we fixed the database size as 100k records with an average transaction length of 10 items and a domain of 1,000 items and the mnsup. The experimental result showed that with the average value of existential probabilities increased, the runtime of our UF-growth algorithm increased.

The fourth experiment also tested the effect of the distribution of item existential probabilities.
This time, we varied the number of unique existential probability values. In this experiment, We fixed the database size as 100k records with an average transaction length of 10 items and a domain of 1,000 items and the minsup. We also fixed the average value of existential probabilities as 0.5. The experimental result showed that when the number of unique existential probability values increased, the runtime of our UF-growth algorithm increased.

In the fifth experiment, we evaluated the relation between the distribution of item existential probabilities and the number of nodes in the UF-tree. Here, we fixed minsup as 0.01 and the average value of existential probabilities as 0.5. We varied the number of unique existential probability values from 1 to 10. The experimental result showed that when the number of unique existential probability values increased, the number of nodes in global UF-tree increased.

In the sixth experiment, we measured the number of nodes in a UF-tree. The result showed that the number of nodes in the global UF-tree representing a database is no more than the number of items in all transactions of such a database. We observed that the number of tree nodes is less than the number of items for all transaction databases.

The experimental results also showed that when the size of transaction database, average value of existential probabilities or number of unique existential probability increased, the runtime for our UF-growth algorithm increased. However, when the value of minsup increased, the runtime for our algorithm decreased. Moreover, when the number of unique existential probability increased, the number of the tree nodes in global UF-tree increased. Nevertheless, the number of tree nodes in global UF-tree was no more than the number of items in the transaction database (which was used to build the global UF-tree) in all situations. For our ACUF-growth, UF-streaming and SUF-growth algorithms, we did the similar experiments and received the similar results such as when the size of transaction database increased, the runtime for all these algorithms increased. Since our ACUF-growth algorithm was a constraint based algorithm, we also evaluated it by selectivity. The result showed that when constraint selectivity increased, the runtime for our ACUF-growth algorithm increased.

V. CONCLUSION

There are many real-life situations in which the data in transaction databases are uncertain. This calls for uncertain frequent itemset mining. In uncertain frequent itemset mining, the user may be only interested in some small specific subsets of all frequent itemsets. This calls for constrained frequent itemset mining of uncertain data. Moreover, due to advances in technology, a flood of uncertain data can be produced in many situations. This leads to frequent itemset mining from streams of uncertain data. To deal with these situations, we proposed in this paper the following four algorithms:

- UF-growth algorithm, which efficiently finds frequent itemsets from uncertain data;
- ACUF-growth algorithm, which mines from uncertain data for those frequent itemsets which satisfy user-specified aggregate constraints;
- UF-streaming algorithm, which is an approximate algorithm designed to find frequent itemsets from streams of uncertain data;
- Among them, the UF-growth algorithm constructs a UF-tree to capture the important contents of uncertain data where each item is associated with an existential probability. Each node in the UF-tree not only contains an item and its expected support, but also the number of occurrence of such expected support for such an item. After the UF-tree is constructed, the algorithm recursively mines frequent itemsets from this UF-tree.

The ACUF-growth algorithm builds a modified UF-tree in which the order of the tree nodes is based on a specific order R. Here, the order R is closely related to the forms of aggregate constraints handled by the algorithm to make sure the constraints possessing nice properties (e.g., anti-monotonicity property, monotonicity property, convertible anti-monotonicity property, and convertible monotonicity property).

These constraint properties help our ACUF-growth algorithm efficiently mine constrained frequent itemsets from uncertain data without checking every itemset to determine whether or not it satisfies the aggregate constraints.

UF-streaming is an approximate algorithm, which applies the UF-growth algorithm with preMinsup (which is lower than actual minsup) to find “frequent” itemsets and uses a tree-structure called UF-stream to store and maintain mined “frequent” itemsets. Moreover, UF-streaming is an “immediate” mode based mining algorithm which starts mining “frequent” itemsets as soon as streams of uncertain data flow in.

We evaluated the algorithms which perform uncertain frequent itemset mining (i.e., UF-growth algorithm), constrained frequent itemset mining from uncertain data (i.e., ACUF-growth algorithm) and frequent itemset mining from streams of uncertain data (i.e., UF-streaming and SUF-growth algorithms) by sets of experiments. The experiment results showed the behaviors of our proposed algorithms and illustrated the effectiveness of them.
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