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Abstract—Association rule mining techniques discover associations between entities. Some techniques are single minimum support based while some are multiple minimum support based. Single minimum support based approach suffers from rare item problem dilemma while multiple support based approach considers rare items for mining association rules. In this paper we have evaluated performance of Apriori-T and MSApriori-T Algorithms that are single and multiple minimum based approaches respectively. These Algorithms uses an efficient data storage mechanism Total support tree for storing item sets.
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I. INTRODUCTION

Data mining is an extensively studied area [1], [2]; approach that has important consideration is association rule mining. It aims to extract interesting correlations, frequent patterns, associations or casual structures among sets of items in the transaction databases or other data repositories.

Problem Definition: Let I = {i1, i2,..., im} be a set of literals called items. Let D be a set of transaction where any transaction T ∈ D is a set of items such that T ⊆ I. Each transaction is associated with a unique identifier TID. A transaction, T ∈ D contains a set of items or an item set, X ⊆ I, if X ⊆ T. An association rule is an expression of the form X ⇒ Y, where X ⊆ I, Y ⊆ I, and X ∩ Y = φ. The rule X ⇒ Y holds in D with support, sup(X ⇒ Y) = P(X ∪ Y), and confidence, conf(X ⇒ Y) = P(Y | X). There are various algorithms proposed [3], [4], [5], [6] to mine association rules. First step to generate such rules is to determine the support for sets of items (I) that may be present in the data set, i.e., the frequency with which each combination of items occurs. After eliminating those I for which the support fails to meet a given minimum support threshold, the remaining large I can be used to produce association rules (ARs). The ARs generated are usually pruned according to some notion of confidence in each AR. However this pruning is achieved, it is always necessary to first identify the “large” I contained in the input data. This in turn requires an effective storage structure. Total support tree [7] is an efficient data storage mechanism to store item sets. Therefore in this paper we will consider two well known association rule mining algorithms Apriori-T [7] and MSApriori-T [8] that uses total support tree data structure for item set storage.

II. TOTAL SUPPORT TREE DATA STRUCTURE

The number of possible combinations represented by the items in the input data set scales exponentially with the size of records, which results in increase in storage requirement as well as processing time of mining association rules. A partial solution is to store only those combinations that actually appear in the data set. A further mechanism is to make use of the downward closure property of item sets—“if any given item set I is not large, any superset of I will also not be large.” This can be used effectively to avoid the need to generate and compute support for all combinations in the input data. However, the approach requires: 1) a number of passes of the data set and 2) the construction of candidate sets to be counted in the next pass.

The T-tree (Total Support Tree) is a compressed set enumeration tree structure [10]. The T-tree differs from standard set enumeration trees in that the nodes at the same level in any sub-branch are organised into 1-D arrays such that the array indexes represent column numbers. For this purpose it is more convenient to build a “reverse” version of the tree, which permits direct indexing with attribute/column numbers.

![Fig 1. Structure of Total Support Tree](image)

Fig 1. Structure of Total Support Tree

The T-tree uses index mechanism which makes traversal fast. In t-tree item set labels are not required to be explicitly stored and thus no sibling’s reference variables (pointers) are required. Total support tree structure for the data set r1:{1,3,4}, r2:{2,4,5}, r3:{2,4,6} is shown in fig 1., Level 1 represent single item sets and store support values for each singleton. Level 2 represents pair of two and soon.
III. APRIORI-T

Apriori-T is an association rule mining algorithm that uses total support tree data structure proposed in [7] which is more efficient than Agrawal and Srikant’s Apriori algorithm [3]. The algorithm takes data set as input and produce association rules as output. It works by creating nodes in a T-tree level by level. Each node in the T-tree is an object (T treeNode) comprised of a support value (sup) and a reference (childRef) to an array of child T-tree nodes. The Apriori-T tree generation algorithm has following steps:

1. Create top level of tree
2. Add support to top level
3. Prune nodes in top level
   - If(node.sup<mins up)
   - Node=null
4. Generate second level
5. While(next level exists)
6. Add support to newly generated level
7. Prune the support added level
8. Generate next level
9. End

First step creates top level of T-tree where number of nodes will be equal to number of attributes (number of items) in input data set. In second step support is added to each node in first level and in third step nodes are pruned if their support value is less than minimum specified support. The same way other levels are created and pruned. The final tree after pruning is used to generate association rules.

It can be observed that real-world datasets are mostly non-uniform in nature containing both frequently and relatively rarely occurring entities. In literature, it has been reported that there exists useful knowledge pertaining to rare entities [9], [11]. For extracting rare item sets, the single minimum support based approach Apriori suffers from “rare item problem” dilemma [12]. At high minimum support value, rare item sets could not be extracted as rare items fail to satisfy the minimum support criteria. Also, if low minimum support is set to extract rare item sets, the number of item sets explodes as huge number of frequent item sets satisfies the minimum support criteria.

IV. MSAPRIORI-T

MSApriori-T algorithm uses multiple supports instead of single to improve the performance of extracting frequent item sets involving rare items. The MSApriori-T algorithm using total support tree data structure has been proposed in [8]. Each item is assigned with a minsup value known as “Minimum Item Support” (MIS) and frequent item sets are generated if an item set satisfies the lowest MIS value among the respective items. In MSApriori-T each node (TtreeNode) will have support value (sup), multiple support value (MIS) and reference to child nodes array (childRef). Each level is created and corresponding support and MIS value is stored in it. The MSApriori T-tree generation algorithm has following steps:

1. Create top level of tree
2. Add support and MIS value to nodes in top level.
   - For every item $i \in I$, MIS ($i$) is calculated as per equation 1.

   \[ MIS(i) = \beta \times S(i) \], if \( \beta \times S(i) > LS \]  \hspace{1cm} (1)

3. Prune nodes in top level
   - If(node.sup < node.MIS)
   - Node=null
4. Generate second level
5. While(next level exists)
6. Add support and MIS value equal to lowest MIS of items in item set.
7. Prune the nodes in newly generated level.
8. Generate next level
9. End

The MIS value is assigned to each item equal to a percentage of its support according to equation 1, where $\beta$ is a user specified proportional value which can be varied between 0 to 1, $S(i)$ refers to support of an item equal to $f(i)/N$, ($f(i)/N$ represents frequency of $i$ and $N$ is the number of transaction in a transaction data set) and $LS$ corresponds to user specified least support value.

V. EXPERIMENTAL EVALUATION

The algorithms are implemented in java 1.7.0, i5 processor, windows 7 operating system. Graphs below are obtained after experimenting with some real data sets taken from [13].
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A. Analysis

Above graphs compare memory requirement (Fig 2 and Fig 5), time taken (Fig 3 and Fig 6) and number of frequent item set generated (Fig 4 and Fig 7) of the two algorithms for minimum support (Least Support for MSApriori-T) 20% and 40%. It can be observed that for the same minsup value while some data set have low difference in the graph for the two methods, some data set shows explosion of number of frequent item sets in Apriori-T, therefore increases memory and time requirement of algorithm. Though result depends on type of data set, minimum support value but still in most of the cases MSApriori-T proves to be a better approach.

VI. CONCLUSION

Various algorithms are proposed for mining association rules. The memory and time requirement for the algorithms become high due to need to generate large item sets. As memory and time complexity are two important factors for measuring efficiency of an algorithm. This is being optimized by using total support tree data structure. Moreover rare items are ignored by most of the algorithms. MSApriori-T is better algorithm as it considers rare items while generating association rules while maintaining better performance in memory and time requirement.
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