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Abstract — Clustering methods are used support estimates of a data distribution have newly attracted much attention because of their ability to generate cluster boundaries of arbitrary shape and to contract with outliers efficiently. This paper proposes, Density based clustering using dynamic dissimilarity measure based on a dynamical system associated with Density estimating functions. Hypothetical basics of the proposed measure are developed and applied to construct a clustering method that can efficiently partition the whole data space. Clustering based on the proposed dissimilarity measure is robust to handle large amount of data and able to estimate the number of clusters automatically by avoid overlap. The dissimilarity values are evaluated and clustering process is carried out with the density values.

Index Terms — Clustering, kernel methods, dynamical systems, equilibrium vector, support, density.

I. INTRODUCTION

Recently, many researchers have successfully applied clustering methods based on the estimated support of a data distribution to solve some difficult and diverse unsupervised learning problems [2]. These methods, inspired by kernel machines such as kernel-based clustering [7] and support vector clustering, consist, in general, of two main stages: estimating a support function and clustering data points based on geometric structures of the estimated support function. The latter clustering stage is highly computer-intensive even in middle-scale problems and often shows poor clustering performance. Several researchers have therefore developed various techniques to reduce its computational complexity for the real applications, which include approximated graph techniques, spectral graph partitioning strategy [11], ensembles combined strategy [12], chunking strategies [3], pseudo hierarchical technique, or equilibrium-based techniques [6]. Despite their advantages over other clustering methods, the existing support-based clustering algorithms have some drawbacks. First, out-of-the-sample points outside of the generated cluster boundaries cannot directly be assigned a cluster label. Second, the clustering results are very sensitive to the choice of kernel parameters used for a support estimate since the boundaries can show highly fluctuating behavior caused by small changes of the kernel parameters [13]. Finally, it is difficult to control the number of clusters when they are applied to clustering problems with a priori information of the cluster numbers. To obtain number of cluster, perform computationally intensive parameter tuning process that involves repeated calls of support estimating step and cluster labeling step. To overcome these intrinsic handicaps, this paper proposes novel dissimilarity measure that can be applied to support-based clustering. Starting from a support function that estimates the support of a data distribution, and builds its associated dynamic process to partition the whole data space into so-called basin cells of equilibrium vectors and then construct a weighted graph consisting of equilibrium vectors. The constructed graph then defines a novel dissimilarity measure among equilibrium vectors with which we can perform inductive clustering that is, assigning cluster labels to out-of-the-sample points as well as in-sample points.

Unlike the traditional SVC that focuses on the support vectors located on the cluster boundaries, the proposed dissimilarity measure focuses on the equilibrium vectors located inside the generated clusters and can be applied to any kernel-based support or density estimating functions if they can reveal clusters of a data distribution well. Finally, we perform experiments to show that clustering based on the proposed dissimilarity measure is robust to the choice of kernel parameters and is able to generate the user-specified number of clusters without the parameter tuning process.

This paper Organized as follows, Section1 describes Dynamic Dissimilarity Measures to avoid overlap, Section2 demonstrate Clustering based on Dynamic Dissimilarity Measure and Section 3 estimate the performance analysis of both Support based clustering and Density based clustering.

II. DYNAMIC DISSIMILARITY MEASURE

Dynamic dissimilarity measure is used to avoid overlapping of cluster. This technique is used to determine both Supports based clustering and Density based clustering.

A. Support of a data distribution

A support function (or quantile function) is roughly defined as a positive scalar function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^+ \), where a level set of \( f \) estimates support of a data distribution. It can normally be decomposed into several separate connected components \( C_i \): i = 1, . . . , m, i.e.,

\[
L_i(r) = \{ x \in \mathbb{R}^n : f(x) \leq r \} = C_{i1} \cup \ldots \cup C_{im}
\]

Popular support functions that are trained from data and are shown to characterize the support (or quantile) of a class conditional distribution include:
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A support function generated by the support vector domain description (SVDD) method in [8],
\[ f(x) = 1 - 2 \sum_{j \in J} \alpha_j e^{-\|x - \mathbf{x}_j\|^2} + \sum_{i,j \in J} \alpha_i \alpha_j e^{-\|x - \mathbf{x}_j\|^2} \]  
(2)
where \( x_i \) and \( \alpha_j \) for \( j \in J \) are support vectors and their corresponding coefficients constructed by optimizing the SVDD model. \( q \) denotes the parameter of the Gaussian kernel.
A Gaussian process support function generated by the Gaussian process clustering in [5],
\[ f(x) = k(x)^T K C - 1(x) \]  
(3)
where \( C \) is a positive-definite covariance matrix with elements \( C_{ij} = C(x_i, x_j; \Theta) \) and \( k(x) = (C(x; x_1), \ldots; C(x; x_N))^T \). One commonly used covariance function is
\[ C(x_i, x_j; \Theta) = \sigma^2 \exp \left\{-\frac{1}{2 \Gamma} \sum_{m=1}^{m} \left( x_{im} - x_{jm} \right)^2 \right\} + \nu \delta_{ij} \]  
where a set of hyperparameters, \( \Theta \) = \{\nu, \sigma^2, \Gamma, \ldots, L_n\}, can be determined by maximizing the marginal likelihood. Traditional clustering methods based on a support function assign each connected component \( C_i \) to a separate cluster. Hence, they are not inductive since the set of clusters \( C_i; i = 1, \ldots, m \) does not cover the whole input space.

B. Graph Associated with a Support
With the aid of the dynamical system approach, we can construct a weighted graph that preserves and simplifies the cluster structures of the level set \( L_f(r) \) [14]. To be specific, we build the following dynamical system associated with \( f \):
\[ \frac{dx}{dt} = F(x) := -\nabla f(x) \]  
(4)

The existence of a unique solution (or trajectory) \( x(0): \mathbb{R} \to \mathbb{R}^n \) for each initial condition \( x(0) \) can be guaranteed under some mild conditions imposed on \( F \). A state vector \( x \) satisfying \( F(x) = 0 \) is called an equilibrium vector of system (4). We say that an equilibrium vector \( x \) of (4) is hyperbolic if the Jacobean matrix of \( F \) at \( x \), denoted by \( JF(x) \), has no zero eigenvalues. A hyperbolic equilibrium vector is called (1) an (asymptotically) stable equilibrium vector if all the eigenvalues of its corresponding Hessian are positive, or (2) an unstable equilibrium vector (or an UEV) otherwise.
A hyperbolic equilibrium vector \( x \) is called an index-\( k \) equilibrium vector if its Hessian has exactly \( k \) negative eigenvalues [10]. The basin of a SEV, \( s \), is defined as the closure of the set of all the points converging to \( s \) when process (4) is applied, get the following equation
\[ A(S) : \text{cl} \left\{ x(0) \in \mathbb{R}^n : \lim_{t \to \infty} x(t) = s \right\}. \]  
(5)
The boundary of the basin cell defines the basin cell boundary, denoted by \( \partial A(S) \). One distinguished feature of system (4) is that we can partition the whole data space into several separate basin cells of the SEVs under some mild conditions, [9]
\[ \mathbb{R}^n = \bigcup_{i=1}^{M} A(S_i) \]  
(6)
Where \( \{s_i : i = 1, \ldots, M \} \) is the set of the SEVs of system (4). Since each data point converges almost surely to one of the SEVs when system (4) is applied, can easily identify a basin cell to which a data point belongs by its corresponding SEV. An SEV, \( s_a \), is said to be adjacent to another SEV, \( s_b \), if there exists an index-one saddle equilibrium vector \( d \in A(S_a) \cap A(S_b) \). Such an index-one saddle equilibrium vector, \( d \), is called a transition equilibrium vector (TEV) between \( s_a \) and \( s_b \). From a practical viewpoint, the notions of adjacent SEVs and TEVs enable us to build a weighted graph \( G_r = (V_r, E_r) \) describing the connections between the SEVs with the following elements:
The vertices \( V_r \) of \( G_r \) consist of SEVs, \( s_i \) in \( V \) with \( f(s_i) < r \). The edge \( E_r \) of \( G_r \) is defined as follows: \( (s_i, s_j) \in E_r \) with the edge weight distance, \( dE(s_i, s_j) = f(d) \), if there is a TEV, \( d \), between \( s_i \) and \( s_j \) with \( dE(s_i, s_j) < r \).

It can then be shown [14] that two SEVs, \( s_i \) and \( s_j \), are in the same connected component of the graph \( G_r \) if, and only if, \( s_i \) and \( s_j \) are in the same cluster of the level set \( L_f(r) \); that is, each connected component of \( G_r \) corresponds to a cluster of \( L_f(r) \). This result enables us to build a simplified graph \( G_r \) that preserves the topological structure of the level set \( L_f(r) \).

C. Dynamic Dissimilarity Measure
The basic elements for the constructed graph \( G_r \) are the SEVs, \( s_i \), whose basin cell \( A(S_i) \) can be identified as the set consisting of similar objects with respect to system (4). Now to define a dissimilarity measure defined on all pairs of the SEVs, we first present the next theorem, which serves as a theoretical basis to extend the distance between two adjacent SEVs to the distance between any pair of SEVs by guaranteeing the existence of a connected graph \( G_r \) for some large \( r \).

Theorem 1. For a given support function \( f \) defined by (2), assume that for any \( x(0) \in \mathbb{R}^n \), each connected component of the level set \( L_f(r) \) is compact, where \( r = f(x(0)) \). Then, there exists a \( \gamma > 0 \) such that the graph \( G_r \) is connected for all \( r > \gamma \).
Proof: Choose \( M < \max_{j \in J} \|x_j\| \).
Let \( v(x) = \frac{1}{2} \|x\|^2 \) an DM = \{x : \|x\| < M \}.

Then, for any \( x(0) \in \{x : \|x\| > M \} \), the trajectory \( x(t) \) of (4) starting from \( x(0) \) always satisfies
\[ \frac{\partial}{\partial t} v(x(t)) = \nabla f(x(t))^T (-\nabla f(x(t))) = -\nabla f(x(t))^T \sum_{j \in J} \alpha_j (x(t)) x_j \]  
\[ = -\|x(t)^2\| + \sum_{j \in J} \alpha_j (x(t)) x_j^T x_j \]
\[ \leq -\|x_0\|^2 + 1\|x_0\|_i \max_i \|x_i\| < 0 \]

Where

\[ \alpha_j(x_0) = \frac{\alpha_j \exp \left(-q\|x_0 - x_j\|^2\right)}{\sum_{j\in J} \alpha_j \exp \left(-q\|x_0 - x_j\|^2\right)} \]

This implies that \( \|x_0\| \) is always strictly decreasing when process (4) is applied and, in particular, all the equilibrium vectors of (4) are inside the bounded and connected set DM. Since all the trajectories of (4) converge to one of its equilibrium vectors [4], the trajectory of (4) starting from any \( x_0 \) with \( \|x_0\| > M \) always enters into the region DM.

Next, we show that there exists a \( \gamma > 0 \) such that DM \( Lf(\gamma) \), where \( Lf(\gamma) = \{x \in \mathbb{R}^n : f(x) < \gamma\} \) For any \( x_0 \in DM \).

Let’s have \( \|x_0 - x_j\| \leq \|x_0\| + \|x_j\| < 2M, \forall j \in J \). Hence, where \( C = 1 + \sum_{i,j} \alpha_i \alpha_j e^{-q(x_i-x_j)^2} \) and \( q \) is a preset parameter of the Gaussian kernel in (2).

By choosing \( \gamma > C \) - e\( 4qM^2 \).

Finally, let \( r > \gamma \). By the invariant property of \( Lf(r) \) (i.e., if a point is on a connected component of \( Lf(r) \), then its entire positive trajectory lies on the same component), we should have that for any point \( x_0 \in (Lf(r) \setminus DM) \), the trajectory starting at \( x(0) = x_0 \) should first hit \( \partial DM \), and then enter inside the region DM since all the equilibrium vectors are inside the region DM and all the trajectories converge to one of its equilibrium vectors. This implies that the set DM is a strong deformation retract of the level set \( Lf(r) \). Also, from the uniqueness of the trajectories [18], the boundary \( \partial DM \) is homeomorphic to \( \partial Lf(r) \), which implies that \( Lf(r) \) is connected from the connectedness of DM. Since the cardinality (i.e., the number of connected components) is the same between the graph G and \( Lf(r) \) [14], therefore, the graph \( Gr \) is connected. This theorem motivates us to define a dissimilarity measure on a connected graph \( G = Gr \) for \( r > \gamma \) as follows:

**Definition 1**: (Dissimilarity measure). Let a connected graph \( G = (V, E) \) be given. For a pair of SEVs, \( s_i \) and \( s_j \) in \( V \), we can define the distance \( d_G(s_i, s_j) \) as

\[ d_G(s_i, s_j) = \min \left\{ d_E(s_i, s_j), \max_{k=1}^m d_E(s_{k-1}, s_{k}) \right\} \]

for a path sequence (with no cycle) \( s_i = s_{i0}, s_{i1}, \ldots, s_{ih-1}, s_{ih} = s_j \) such that \( (s_{k-1}, s_{k}) \in E \) for each \( k = 1, \ldots, j \) which ends a graph G with a dissimilarity measure. Assume \( d_E(s_i, s_j) = A \) if \( s_i, s_j \notin E \).

Geometrically, the distance \( d_G(s_i, s_j) \) takes the smallest function value along a path connecting two SEVs to escape from one SEV and move on to the other SEV.

### III. CLUSTERING BASED ON A DYNAMIC DISSIMILARITY MEASURE

Generally speaking, a support function (e.g., \( f \) in 2) is often very sensitive to the choice of kernel parameters, so is the clustering structure described by \( Lf(r) \). For example, if clusters overlap in some region, it is difficult or even impossible to find the kernel parameter to separate it. Moreover, to control the number of clusters, we have to change the kernel parameters (hence, the support function \( f \)) by trial and error, where each alteration of kernel parameters entails repeated calls of a quadratic programming solver and a cluster labeling algorithm, which is computationally intensive.

The derived dynamic dissimilarity measure on the graph \( G \) can help us to overcome these drawbacks when it is applied to clustering. Specifically, with an input \( K > 1 \) denoting the number of clusters, we begin with every SEV representing a singleton cluster. Denote these clusters \( C_1 = \{s_1\}, \ldots, C_M = \{s_M\} \). At each step, the closest two clusters (i.e., two separate clusters containing two adjacent SEVs with the least edge weight distance) are merged into a single cluster, producing one less cluster at the next higher level. This process is terminated when we get \( K \) clusters starting from \( v \) clusters. Kruskal’s algorithm is used to find the distance between clusters.

**Kruskal’s Algorithm:**

1: Given a number of clusters \( K \)
2: Rearrange the index \( k = 1; \ldots; e \) in such a way that \( f(d1) < f(d2) < \ldots < f(de) \)
3: Start with initial clusters as \( C1 = \{s1\}, \ldots, CM = \{sM\} \). In this initial step, the distance between two clusters is defined as

\[ d(C_i, C_j) = \begin{cases} d_e(s_i, s_j) = f(d_e) & \text{if } s_i, s_j \notin E \\ \infty & \text{otherwise} \end{cases} \]

This algorithm possesses a monotonicity property. That is, the dissimilarity between merged clusters is monotone increasing with the level of the merger. Thus, the binary tree, called a dendrogram, can be plotted so that the height of each node is proportional to the value of the intergroup dissimilarity between its two daughters.

This nice property makes the method less sensitive to the choice of kernel parameters unlike the traditional support-based clustering algorithms such as the SVC. Also, Algorithm 1 enables us to control the number of clusters by manipulating the constructed graph without changing the kernel parameters.

The most time-consuming step in Algorithm 1 involves locating SEVs and TEVs for constructing a weighted graph \( G = (V, E) \). If we let \( m \) be the average number of iterations for locating SEVs from data points via steepest descent process, then the time complexity of getting all SEVs and TEVs of system (4) is \( O(Nm) \) and \( O(Md) \), respectively. Here, \( M \) is the number of SEVs and \( d \) is the average number of computing TEVs between SEVs [14].
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IV. DENSITY BASED CLUSTERING SCHEME

The support based clustering model is enhanced in two ways. They are support function enhancement with optimal cluster boundary selection process. The density estimation function is used to replace the support estimation function. The clustering process is carried out with the density values. The system enhances the support function to improve cluster boundary estimation. Transaction distributions are used in the density analysis. Dynamic distance measure is used to estimate distance between transactions. Cluster boundary is extracted from the graph. The problem is divided into four modules. They are support estimation, density analysis, graph construction and clustering process.

Support estimation module is designed to extract attribute support ratio values. Density analysis is carried out to fetch attribute distributions. Graph construction module is used to construct distance based graph. Clustering process is used to partition the transaction data values.

A. Support Estimation

The support estimation is performed to find the support ratio for the attributes. Distance measures are calculated using support values. The attribute information and its values are used in the support estimation process. The attribute values and their ratio are used to estimate the support values. The static distance measure uses the transactional data values for the similarity analysis. Dynamic distance measure is used to estimate the distance between the transactions. The support ratio and transactional data values are used in the distance estimation process. Equilibrium vector is constructed with distance values.

B. Density Analysis

Attribute distributions are estimated in the density analysis. Attribute values and their distribution levels are estimated in the system. Attribute values and their intervals are considered in the distance estimation. Distribution intervals are used to fetch attribute relationship. Dynamic distance measure uses the density information. Density information and transactional data values are used in the distance estimation process. Transaction distances are used to update vector information. Both support and density functions are used to reflect global relationship for the transactional data values.

C. Graph Construction

The system uses two types of graphs. They are support based graph and density based graphs. Support based graph uses the distance values based on support functions. Density based graph uses the density based distance values. The graphs reflect the data relationship and their similarity levels. The graph supports the user s to estimate cluster intervals. Cluster boundaries are estimated from the graphs.

D. Clustering Process

Data partitioning operation is carried out under the module. Clustering process is initiated with the cluster count values. The data values are partitioned with respect to the cluster count. The graph data values are divided into the partitions using the cluster count. The user can perform the clustering process with out the cluster count value. The system also automatically estimates the cluster count. Data partitions are done with distance measures. Cluster boundaries are estimated using the distance values. The cluster count is decided with the support of the distance and graph values. Performance analysis is carried out for support based and density based clusters. The F-measure function, precision and recall metrics are used for the performance analysis. Figure 4.1 shows the process flow of the proposed system.

Algorithm: Clustering based on a dynamic dissimilarity measure

Step 1: Consider Density function f and its associated weighted graph G = (V, E) where si, i = 1 . . . M is the set of SEVs and dk, k = 1, . . . , e is the set of TEVs.

Step 2: Initialize the number of clusters.

Step 3: Arrange the index k = 1; . . . , e in such a way that f(d1) < f(d2) < ... < f(de)

Step 4: Start with initial clusters as C1 = {s1}, . . ., CM = {sM}

Step 5: Distance between two clusters is defined as

\[ d(C_i, C_j) = \begin{cases} \min\{d(C_a, C_u), d(C_b, C_u)\} & \text{if } i < j \text{ and } f(d_{ij}) \neq \infty \\ \infty & \text{otherwise} \end{cases} \]

Pseudo code:

1: Initialize I = 1 and k = 1
2: Check the condition using while loop
   While I < M - K do
   3: Find the SEVs si; sj with its edge weight
      dE(si, sj) = f(dk)
   4: if si, sj are not in the same clusters then combine them
      using CM+1 = Ca U Cb where si \in Ca and sj \in Cb.
   5: Find the minimum distance for all remaining cluster using
      following function
      d(CM+1, Cu) = \min\{d(Ca, Cu), d(Cb, Cu)\}
   6: Add cluster CM+1 as a new cluster and remove
      clusters Ca and Cb.
   7: Increase the value of the variable I and K
      I = I + 1; k = k + 1
   8: else
   9: k = k + 1
10: end if
11: end while
Patient Data set is analyzed to remove the noisy data. Support and density values are calculated using corresponding functions. Then the graph is constructed using those values. After the construction of the graph the boundary is identified to perform clustering process.

V. EXPERIMENTAL ANALYSIS

The density ratio based data partitioning system is tested using the breast cancer diagnosis datasets. The dataset is collected from the UCI (University of California, Irwin) machine learning repository [20]. It provides information about the breast cancer patient diagnosis information. The class information and associated symptom details are provided in the dataset. The dataset may consist of noise records. Noise elimination process is also performed on the data sets.

A. Evaluation Method

The experimental evaluation is performed with the F-measure and their parameters to evaluate the accuracy of the clustering algorithms.

The F-measure measurement is used to represent the cluster accuracy information. The F-measure is a harmonic combination of the precision and recall values used in information retrieval. Each cluster obtained can be considered as the result of a query, whereas each pre-classified set of transactions can be considered as the desired set of transactions for that query. Thus, the precision P(i,j) and recall R(i,j) of each cluster j for each class i can be calculated.

If ni is the number of members of the class i, nj is the number of members of the cluster j and nij is the number of members of the class i in the cluster j, then P(i,j) and R(i,j) can be defined as follows in the table:

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision P(i,j)</td>
<td>P(i,j) = nij / n_j</td>
</tr>
<tr>
<td>Recall R(i,j)</td>
<td>R(i,j) = nij / n_i</td>
</tr>
<tr>
<td>F-measure F(i,j)</td>
<td>F(i,j) = 2 * P(i,j) * R(i,j) / (P(i,j) + R(i,j))</td>
</tr>
<tr>
<td>F-measure of the whole clustering result F</td>
<td>F = \sum n_i / n \max(F(i,j))</td>
</tr>
</tbody>
</table>

Where n is the total number of transactions in the dataset. In general, F-measure will produce the better clustering result for large number of transactions.

B. Performance Analysis

The performance of density ratio based data partitioning scheme is carried out with a set of experiments.

The experiments are conducted in an Intel Dual Core processor with 2.5 GHz speed and 1GB of memory. The breast cancer dataset is used for the analysis. The datasets are collected from the UCI machine learning repository. The testing is performed with different transaction and cluster count. Static and dynamic clustering models are tested with different similarity measures. The cluster accuracy level is analyzed with F-measure and their parameters performance measure.

The F-measure is used to evaluate the cluster quality. The precision and recall measures are used in the F-measure calculation. Both the precision and recall measurements are calculated using the query based assessment. The actual class values are compared with the retrieved class values. The F-measure is estimated for all the clusters with different similarity measures.

The performance analysis is carried out with set of 1000 transactions. The comparative analysis is carried out to analyze the static and dynamic clusters accuracy levels. Static clustering technique partitions the transaction collection with a fixed cluster count collected from the user. In the dynamic clustering model the system automatically estimates the feasible cluster count.

The density ratio based similarity measure is used in the clustering process. The precision and recall values are calculated for both the techniques. The F-measure values are calculated and compared in figure 6.1. The comparative analysis shows that the dynamic clustering model produces more than 25% accuracy level than the static clustering model.

<table>
<thead>
<tr>
<th>Records</th>
<th>Static Clusters</th>
<th>Dynamic Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.665</td>
<td>0.903</td>
</tr>
<tr>
<td>400</td>
<td>0.683</td>
<td>0.908</td>
</tr>
<tr>
<td>600</td>
<td>0.702</td>
<td>0.916</td>
</tr>
<tr>
<td>800</td>
<td>0.722</td>
<td>0.921</td>
</tr>
<tr>
<td>1000</td>
<td>0.741</td>
<td>0.939</td>
</tr>
</tbody>
</table>

Figure 5.1. F-Measure Analysis - Static Clusters Vs Dynamic Clusters
The static clustering process is analyzed for the support distance and density distance models. The support ratio is used in the support distance model. The distribution information is used in the density distance model. The performance of support distance and density distance models are compared in Table 6.1. The results show that the density distance model achieves accuracy level more than 15% better than the support distance model.

### Table 5.2. Static Clusters F-Measure Analysis - Support Distance Vs Density Distance

<table>
<thead>
<tr>
<th>Records</th>
<th>Support Distance</th>
<th>Density Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.573</td>
<td>0.665</td>
</tr>
<tr>
<td>400</td>
<td>0.590</td>
<td>0.683</td>
</tr>
<tr>
<td>600</td>
<td>0.603</td>
<td>0.702</td>
</tr>
<tr>
<td>800</td>
<td>0.619</td>
<td>0.722</td>
</tr>
<tr>
<td>1000</td>
<td>0.636</td>
<td>0.741</td>
</tr>
</tbody>
</table>

The dynamic clustering model automatically estimates the cluster count based on the distance intervals. The data partitioning is performed with the detected cluster count. The F-measure analysis is performed for both the support distance and density distance models. The comparative results are shown in Figure 6.2. The results show that the density distance model produces accuracy level more than 10% than the support distance model. The dynamic clustering model with density distance is the feasible clustering mechanism for the data partitioning requirements.

### Table 5.3. Dynamic Clusters F-Measure Analysis - Support Distance Vs Density Distance

<table>
<thead>
<tr>
<th>Records</th>
<th>Support Distance</th>
<th>Density Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>200</td>
<td>0.771</td>
<td>0.903</td>
</tr>
<tr>
<td>400</td>
<td>0.789</td>
<td>0.908</td>
</tr>
<tr>
<td>600</td>
<td>0.807</td>
<td>0.916</td>
</tr>
<tr>
<td>800</td>
<td>0.825</td>
<td>0.921</td>
</tr>
<tr>
<td>1000</td>
<td>0.841</td>
<td>0.939</td>
</tr>
</tbody>
</table>

### VI. CONCLUSION

In this paper, dynamic dissimilarity measure for Density-based clustering has been proposed. The support ratio based model is not well suited for attributes with huge values. The density ratio based model is used to partition the transactions with huge amount of attribute values. The clustering scheme is tested with breast cancer patient data sets. The data values are analyzed with different intervals and cluster count. The clustering techniques are compared with their accuracy levels. The density ratio based data partition scheme produce more accurate results than the support ratio based data partition scheme. The automatic clustering model produces data partitions with efficient assessment of the distance intervals.
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