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Abstract—An efficient and minimum hardware implementation for the Voice data compression and decompression will be presented in this paper. Voice data compression and decompression is about a process which reduces the data rate or file size of digital audio signals. This process reduces the dynamic range (without changing the amount of digital data) of audio signals [1]. The Huffman coding is used to have lossless audio compression. Very High Speed Integrated Circuit Hardware Description Language (VHDL) is used for to code the Huffman encoder and decoder and Actel’s ProASIC kit is used for hard ware implementation of it. This system is minimal model of real time audio compression and decompression system.

Index Terms—FPGA, VLSI, ADC, Huffman Coding.

I. INTRODUCTION

The importance of compression and decompression was established in discussions of Wireless Transport Layer Security (WTLS) [5]. After carefully going through the available lossy compression technique, it became clear that the decompressed data may be different from the original data. Typically, there is some distortion between the original and reproduced signal. As in lossy compression the decompression produces approximately the original data. It is suitable when exact accuracy is not required, like in image and audio processing. Decompression is deterministic (data is lost when compressing). Lossy compression produces smaller output. So we are going to recommend the use of lossless compression technique. [4]

A. Compression:

The aim of data compression is to represent an information source (e.g. a data file, a speech signal, an image, or a video signal) as accurately as possible as using the fewest number of bits. A stream is either a file or a buffer in memory. It is difficult to maintain all the data in an audio stream and achieve substantial compression. First, the vast majority of sound recordings are highly complex, recorded from the real world. As one of the key methods of compression is to find patterns and repetition, more chaotic data such as audio doesn’t compress well. In a similar manner, photographs compress less efficiently with lossless methods than simpler computer-generated images do [9]. But interestingly, even computer generated sounds can contain very complicated waveforms that present a challenge to many compression algorithms. This is due to the nature of audio waveforms, which are generally difficult to simplify without a (necessarily lossy) conversion to frequency information, as performed by the human ear. The second reason is that values of audio samples change very quickly, so generic data compression algorithms don’t work well for audio, and strings of consecutive bytes don’t generally appear very often. However, convolution with the filter [11] (that is, taking the first difference) tends to slightly whiten (décor-relation, make flat) the spectrum, thereby allowing traditional lossless compression at the encoder to do its job; integration at the decoder restores the original signal. Codes such as FLAC, Shorten and TTA use linear prediction to estimate the spectrum of the signal. At the encoder, the estimator’s inverse is used to whiten the signal by removing spectral peaks while the estimator is used to reconstruct the original signal at the decoder[11].

B. Types of compression:

There are two compression techniques commonly used
1. Lossless compression
2. Lossy compression

C. Huffman Codes:

The Huffman procedure is based on two observations regarding optimum prefix codes:

1. In an optimum code, samples that occur more frequently (have a higher probability of occurrence) will have shorter codeword than samples that occur less frequently.

If samples that occur more often had codeword that were longer than the codeword for samples that occurred less often, the average number of bits per sample would be larger than if the conditions were reversed. Therefore, a code that assigns longer codeword to samples that occur more frequently cannot be optimum.
2. In an optimum code, the two samples that occur least frequently will have the same length.

To check the validity of this condition consider two least probable codeword violating this condition i.e. the longer codeword is, k" bits longer than the shorter codeword.

Since this is a prefix code, the codeword cannot be a prefix of the longer codeword. This means that even if last k bits of the longer codeword are dropped, the two codeword will still be distinct.

As these codeword correspond to the least probable samples, no other codeword can be longer than these code words; therefore, there is no danger that the shortened codeword would become the prefix of some other codeword.

The necessary conditions for an optimal variable length binary code are as follows:
1. Given any two letters aj and ak, if P[aj] ≥ P[ak], then lj≤lk where lj is the number of bits in the codeword for aj.
2. The two least probable have code words with the same maximum length lm.
3. In the tree corresponding to the optimum code, there must be two branches stemming from each intermediate node.

All these conditions are satisfied by Huffman code and therefore it is optimal variable binary code.

D. Length of Huffman code:

The length of Huffman code depends on the following things:

i) Size of the alphabet

ii) Probabilities of individual letters

The average code length „l‟ is bounded by following condition,

\[
H(S) \leq l < H(S) + 1
\]

where H(S) = entropy of sample S.

The condition for uniquely decodable code given by Kraft's inequality is as follows:

\[
\sum 2^{-li} \leq 1
\]

Where i = 1, 2, 3,........ k

k = code words of length l

E. Certain important properties of Huffman code:

1. A fast and reasonable memory efficient Huffman coder
2. File storage and communications bandwidth have become less expensive and more available
3. No quality issues
4. 100% lossless coding technique.

Figure-1. Shows the following symbols listed with a probability of occurrence where A=30%, B=25%, C=205, D=15%, E=10%.

\[
\begin{align*}
& A=30 \quad 00 \\
& B=25 \quad 01 \\
& C=20 \quad 11 \\
& D=15 \quad 100 \\
& E=10 \quad 101 \\
\end{align*}
\]

Fig. 1: Huffman Coding Procedure

F. Steps for Huffman coding:

1. Adding the two least probable symbols gives 25%. The new symbol is F
2. Adding the two least probable symbols gives 45%. The new symbol is G
3. Adding the two least probable symbols gives 55%. The new symbol is H
4. Write "0" and "1" on each branch of the summation arrows. These binary values are called branch binaries.
5. For each letter in each column, copy the binary numbers from the column on the right, starting from the right most columns (i.e., in column three, G gets the value "1" from the G in column four.) For summation branches, append the binary from the right-hand side column to the left of each branch binary. For A and C in column three append "0" from H in column four to the left of the branch binaries. This makes a "00" and B "01". Completing step 5 gives the binary values for each letter: A is "00", B is "01", C is "11", D is "100", and E is "101". The input with the highest probability is represented by a code word of length two, whereas the lowest probability is represented by a code word of length three.

II. BLOCK DIAGRAM DESCRIPTION

For voice data compression a speech template is taken as an input through a microphone. When sound is played into a microphone, it is converted into a voltage that varies continuously with time. This analog voltage is given as an input to the Pre-amplifier for boosting its level. To have compatibility with the FPGA used, this analog output is given to an Analog to Digital Converter to obtain corresponding Digital samples. To take digital samples in appropriate sequence, we store samples into a SRAM using VHDL coding. This data will be compressed using Huffman coding using the hardware developed in FPGA by writing the appropriate routines.
The compression achieved will be indicated on 7 segment LED display. The compressed data is decoded in FPGA. The decompressed samples are given as an input to DAC so as to get its analog equivalent. This block will accept a stream of bits transmitted by Encoder. As it receives next bit, it compares the bit pattern with that in the look-up table. If it finds that bit pattern, it decodes the sample else it accepts next bit. An Audio Amplifier is used for conditioning and amplifying the Analog output of DAC which is reproduced using Speaker.

2.1 ENCODER:

2.1.1 Keys:
A. w_key: This key will trigger the subsequent blocks, after which the ADC will start taking the samples of the speech template uttered by the user.
B. r_key: After pressing this key, the actual process of decoding will start and we will hear the decoded speech template from the speaker.

2.1.2 Debounce:
This block avoids false triggering due to glitches. This block gives a pulse output after it detects high period of the input keys for a specified count.

2.1.3 Enable pulse:
As the duration of speech template is restricted to 1sec, this is decided by this block. This block will output a pulse of 1 sec during which the ADC will start sampling, and as the output of this block goes low after 1 sec, the ADC block will be deactivated.

2.1.4 ADC Interface:
This block deals with handshake signals with the actual ADC. It gives the start of conversion (convst) signal to the ADC and after detecting the end of conversion (EOC) pulse it will select the device (cs) and read the converted data (rd).

2.1.5 SRAM:
The SRAM we are using is Asynchronous SRAM. Mainly it contains two blocks:

2.1.5.1 SRAM: It will generate actual SRAM in the FPGA.
2.1.5.2 SRAM interface: This block will take care of writing and reading the samples to and from the generated SRAM. As shown in the figure, the interface block is divided into two parts viz.,
- SRAM write: This block will write each sample value to the SRAM when ADC triggers this block after it finishes the conversion of each sample.
- SRAM read: This block will read back the sample values from the SRAM at an interval of 125μsec when read pulse generator block will triggers it. It will give these samples to Encoder to encode the samples.

2.1.6 Read pulse generator:
It will generate pulses for reading data from SRAM. This block is triggered by r_key

2.1.7 Grouping:
This block will count the number of times each sample occurs.

2.1.8 Ascending:
Input to this block will be the frequency of occurrence of each sample. This block will sort the frequencies in ascending order. It will output the samples sorted according to their frequencies.

2.1.9 Encoding:
It will encode each sample that it will read from SRAM i.e. it will assign a codeword according to the Huffman algorithm.

2.2 DECODER:
This block will accept a stream of bits transmitted by Encoder. As it receives next bit, it compares the bit pattern with that in the look-up table. If it finds that bit pattern, it decodes the sample else it accepts next bit.

III. RESULTS
3.1. Enable Pulse:

3.2. Interfacing of 7822:

3.3. Pulse Generator:

3.4. Debounce:

3.5. Read Pulse:

IV. CONCLUSION

This paper discussed the design and implementation of Huffman encoder-decoder in hardware for voice data compression and decompression. Previous research in this field has been limited to hardware implementations of Huffman encoders for text data. We have described a compression technique that works by applying a Huffman coding to a sample of voice data to make redundancy in the input more accessible to simple coding schemes. This algorithm is general-purpose, in that it does well on both text and non-text inputs. The transformation uses sorting to group digital voice data together based on their probabilities; this technique makes use of the probabilities on only one side of design. The effectiveness of the algorithm continues to improve with increasing voice data storage block size. Our algorithm achieves compression comparable with good statistical model, our algorithm decompresses faster than it compresses. Since this
implementation is written in VHDL, it is fully portable to a variety of hardware architectures. As FPGA technology improves; the performance of the hardware implementation of Huffman will improve without the need to change the design. Also it utilizes full Actel FPGA.
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